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Abstract

In recent years, the “new retail” business model, which has developed rapidly
and has been considered to represent the future direction of business development,
focuses on the multi-format and commodity combination of strong correlation,
online and offline omni-channel cooperation in a certain business context, and more
dimensional business data are deeply exploited to accurately match the user's
personalized consumption needs in order to achieve the highest efficiency of
commodity sales and business operations.

According to Leibniz' "the Monadology", all the information is contained in
the attributes of objects and relationships of objects. Thus as long as we know the
attributes and relationships, we can predict the future from the present, predict any
place from the local. That is to say, theoretically we can make inferences about
anything.

No matter from the perspective of philosophy or physics, there are strong or
weak, explicit or implicit "association rules” in all things. In the research on social
scientific research and business practices, it determines the direction of business
development to use theories and technological tools to have more targeted
recommendations based on the association rules between business elements.

Since the "new retail” is an online and offline omni-channel business model
and it is deeply integrated with data technology, it is difficult to use traditional tools
in the management, economics, and statistical field to find the stable and convergent
logics from complex, dynamic, and mutually influential variables. Therefore, this
study adds mathematical models and deep neural network tools in the fields of
computer science and artificial intelligence to make it.

Therefore, this paper regards the commercial operation behavior and the
consumer consumption process as a continuous fitting process of the feature data
set in the “people, goods, contexts” business; therefore, the core of the research
question in this paper is from the perspective of “user(people) -- item(goods) --

contexts(environment)” -- three levels containing "explicit and implicit topics”,



"structured and unstructured" data, and the similarity between the sets of feature
vectors with time series relationships, to find the logical evidence for quantifiable
analysis and further to discover the association mechanisms between consumer
behavior and the sequential consumption mix of commodity categories in a
particular scenario.

The above related logical relationship can be reduced to a mathematical model
r=f(u,i,c) where u stands for “person”, i.e., consumer feature; ¢ stands for “context”,
i.e., scene feature; i stands for “goods”, i.e., the commodity feature; f represents the
matching degree calculation model, and r represents the matching degree.

That is, commercial operations and consumer consumption behaviors can be
described as a (group) set of consumer features. Under one (group) set of
consumption scene features, the corresponding (group) set of commaodity features
are continuously matched, determined, and optimized mathematical fitting process.

This paper selects “community fresh food consumption in new retail mode” as
a specific research sample. As one of the most typical new retail business forms,
community fresh food has a complete history of business development, relatively
convenient and complete historical data collection, omni-channel online marketing
model, high frequency of consumer purchases, high repeat purchase rate, and great
consumption viscosity and other characteristics.

The data of this study is mainly collected from the MONE fresh platform. The
collection method is both online and offline. The historical transaction data and
commodity data are collected through the online fresh platform, and the user data
is collected through the questionnaire distributed under the fresh platform. Among
them, the online historical transaction data set summary description is as shown in
the following table, including 8812 users, 143 kinds of goods, a total of 93183
transaction samples. The valid fields contained in the transaction data set are
transaction information such as order number, sub-order number, order time,
delivery method, paid price, quantity, unit price and total price, user number, user

nickname, part of user mobile phone numbers and user information such as address,



and product information such as product number and product name. The offline
questionnaire supplemented the characteristics of the user's basic demographics, as
well as the categories of goods and quality preferences. A total of 7,850
questionnaires have been collected.

In this paper, the collected data is divided into three parts: 80% for the training
set, 10% for the verification set and 10% for the test set. The training set is used to
train the deep neural network recommendation model xDeepFM-TH. The
verification set is used to select the model super-parameters, and the test set is used
to evaluate the final effect of the model.

The metrics selected in this article include the recall rate, the average
percentage of the recall, and the coverage metric. We select several common deep
neural network recommendation models as comparison models, such as FNN, PNN,
DeepFM, xDeepFM and other models. We find that the xDeepFM-TH model has
the best performance in terms of the average recall percentage, Top-5 recall rate and
coverage rate and other key indicators.

In addition, we further conduct the experiment with the recommended models
of the deep neural network series using the negative and positive samples generated
by sampling, and we analyze the two indicators of AUC and LogLoss. The results
show that the xDeepFM-TH model performs best on both AUC and LogLoss. In
addition, we design three ablation experiments to measure the effects of user and
product text vectorization, scene features and pre-associated goods. The results
show that when the hybrid model xDeepFM-TH removes doc2vec, context and pre-
item, the performances of AvgRank and Recall@5 decrease. This further illustrates
that adding attribute textualization, scene information, and historical transaction
information to the model can indeed improve model performance.

This paper contributes to giving a complete solution to finding the correlation
mechanism under the influence of the three dimensions of “people, goods and
contexts” under the scenario of fresh consumption in the community.

First of all, the past research on association and recommendation mechanism
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has mainly discussed the only one element, or two of three elements among "people,
goods, and contexts”, and less attention has been paid to three elements at the same
time. This paper comprehensively considers the interaction among these three
elements with significantly improvement of key indicators.

Secondly, this paper innovatively carries out the multi-dimensional feature
vector data acquisition and input method, which effectively improves the
recommendation accuracy of the model. It includes establishing vectorized
dictionary of community consumer behavior features, vectorized dictionary of
community fresh scene features, and vectorized dictionary of community fresh
commodity feature vectors, so that a large number of structured and unstructured
raw data materials, through the filtered and cleaned data processing process, can
form a structured and standardized feature data set. We can more completely define
the boundary of the research target feature attributes and train with models.

Thirdly, this paper also has some innovations in model construction. The data
inputs of past research are mostly historical transaction histories without
considering the sequential impact of recent shopping, short-term preference impact,
and real-time consumption behavior. The hybrid model of this study introduces a
deep neural network that uses doc2vec, context data, and personal historical
transaction data. This model takes the customer's long- and short-term preferences
into account and uses unstructured information as input.

The research on "people, goods, and contexts" is an emerging field in academic
theory and business practice, and it involves a large number of interdisciplinary
research projects. Thus in the past few years, the research group of this paper also
completes some corresponding pre-basic studies (see Section 4.12 of this article:
completed correlation research verification) at the same time. These studies reveal
that the semantic information underlying the text of user and product information
is very valuable in the recommendation scenarios. Since such user and product
information is hard to get when it is unstructured, it can be transformed into

semantic feature vectors by means of NLP natural language technology.
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