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1 Introduction

In many settings where individuals have to make a choice without knowing the underly-
ing state that is payoff relevant, they can learn from either observing signals indicative of
the underlying state (labeled as private information) or observing predecessors’ choices in
similar settings (labeled as social information).1 A typical social learning environment of-
ten involves both private information and social information. How individuals aggregate
the two types of information is a continuing focus in the literature on social learning.

As a useful benchmark, Bayesian social learning models assume that it is common
knowledge that individuals apply Bayes’ rule to incorporate private information and
social information into their beliefs.2 Nevertheless, social information often has nested
relationships in the sense that predecessors may base their choices on private information
and social information, which itself may also originate from private information and
social information, and so on. The complexity of the network structure underlying
social information and the ignorance about predecessors’ information structures are
likely to prevent individuals from rationally interpreting social information. Motivated
by this observation, non-Bayesian social learning models deviate from the Bayesian
benchmark mainly in the direction of relaxing the assumption that individuals incorporate
social information in a Bayesian manner. Meantime, non-Bayesian models maintain the
assumption that it is common knowledge that individuals apply Bayes’ law to incorporate
private information, i.e., individuals incorporate private information in a Bayesian manner
and hold first-order and higher-order beliefs about others’ processing private information
in a Bayesian way.

We design a novel experiment to test whether the first-order belief assumption that
individuals think that others apply Bayes’ law to incorporate private information into
their beliefs holds. The multiplayer social learning game in our experiment consists of
three stages. In stage 1, either urn 1 or urn 2 is selected for the game with an equal
chance. Urn 1 contains p fraction of black balls and 1− p fraction of white balls, and urn 2
contains p fraction of white balls and 1− p fraction of black balls. The fraction p is public
information, but the players do not know which of the two urns is selected. Each player
draws a ball from the urn with replacement and privately observes the color of the drawn
ball. Then, each player makes an initial binary choice, i.e., guesses whether urn 1 or urn 2

1This article confines its discussion of social information to observing others’ actions. More generally,
social information also includes observing payoffs of others’ actions, communication and observation of
others’ beliefs and opinions.

2See Bikhchandani et al. (1992), Banerjee (1992), Smith and Sørensen (2000) for an exploration of
information aggregation in settings where each individual observes private information and all predecessors’
choices. See Acemoglu et al. (2011) for an exploration of information aggregation in settings where each
individual observes private information and a stochastically generated subset of predecessors’ choices.
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is used. In stage 2, each player receives an endowment and states her reservation price for
receiving either additional private information (i.e., the colors of additional ball draws) or
additional social information (i.e., the initial choices made by other players). In stage 3, the
Becker-DeGroot-Marschak method (Becker et al., 1964) is employed to determine whether
a player successfully purchases the additional information. Conditional on successful
purchase, the player observes the additional information and then makes a second binary
choice between urn 1 and urn 2. The payoff of each player is a fixed reward for her
correct final choice in addition to her remaining endowment. Our experiment varies three
parameters: (1) information type, i.e., additional private information or additional social
information, (2) signal quantity, i.e., one or three additional observations, and (3) signal
quality, with p increasing from 0.6 to 0.75 to 0.9.

Given our experimental design, the first-order belief assumption implies that social
information is identical to private information. Since both the network structure and infor-
mation generating process are sufficiently simple and are known to individuals, whether
an individual views social information as identical to private information essentially
depends on whether she believes that others make a Bayesian first choice, i.e., choose
urn 1 (or urn 2) after observing a black (or white) ball. In addition to the first-order
belief assumption that others apply Bayes’ law, two other independent assumptions
work together to make her believe that others make a Bayesian first choice. The first
is that she believes that no unobservables prevent her and others from agreeing on the
state-contingent payoff of each action. While the possibility of such unobservables cannot
be completely ruled out, it is reasonable for her to accept the absence of such a possibility
given the experimental design. The second is that she believes that others choose opti-
mally given their own beliefs. Since choosing optimally given one’s own belief is treated
as the basic individual rationality and is used as the implicit guiding principal underlying
incentivized economic experiments, an individual in our simple decision task is expected
to hold this belief. Therefore, the first-order belief assumption that others apply Bayes’
law to incorporate private information is identified with a testable implication that social
information has the same value as private information.

Our main finding is that participants’ reservation prices for observing additional social
information are significantly lower than for observing additional private information with
respect to both the mean and empirical distributions of the reservation prices. This finding
clearly rejects the null hypothesis about the equivalence of the two types of information
and in turn casts doubt on the first-order belief assumption of social learning models.
We also find that participants do not always make a Bayesian first choice and, more
interestingly, that the frequency of their making Bayesian choices increases as the signal
quality increases. This finding casts doubt on the assumption that individuals apply
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Bayes’ law to incorporate private information and suggests that signal quality impacts
whether participants follow Bayes’ law. In addition, we find that participants generally
report higher reservation prices than predicted based on the Bayesian assumption and, in
particular, report a considerably positive reservation price for observing one additional
signal, which has zero informational value in the Bayesian paradigm.3

A key question about the main finding is whether it can be fully explained by partici-
pants’ sophisticated consideration of others’ failure to apply Bayes’ law to incorporate
private information, i.e., whether the second finding rationalizes the first finding. To
address this question and gain deeper insight into these findings, we propose a novel
belief error model with two main assumptions. The first assumption is that after receiving
information, participants form a random posterior belief with a Bayesian kernel due to
belief error. Specifically, we assume that the value of a participant’s random posterior
belief follows a beta distribution with a mean equal to the corresponding Bayesian pos-
terior probability and with a nonnegative parameter γ measuring the degree of belief
error. The model with the assumption predicts that the chance of participants’ following
Bayes’ law rises as the signal quality increases and that there is positive informational
value of observing one additional signal. The second assumption is that participants
hold the first-order belief that others also form a random posterior belief that follows a
beta distribution with a mean equal to the corresponding Bayesian posterior probability
and with a nonnegative parameter θ measuring the degree of others’ belief error in their
opinion. From this perspective, the social information setting degenerates into the private
information setting when θ shrinks to zero. Overall, the belief error model predicts
that the optimal reservation price is increasing in the value of the posterior belief in the
first stage on the interval [0, 1

2 ] but decreasing on the interval [1
2 , 1], indicating that the

more uncertain participants feel about the underlying state, the more highly they value
additional information.

We employ maximum likelihood estimation to estimate a heterogeneous belief error
model. We find that the average first-order belief about others’ belief error, θ̄, is consider-
ably higher than the average belief error γ̄. Additional generalized likelihood ratio tests
confirm the difference. Our tests reject θ̄ = 0 in favor of θ̄ > 0, which suggests that a
sophisticated consideration of others’ belief error contributes to the gap in reservation
prices of private information and social information. In addition, the hypothesis that

3A few experimental studies (Bohm et al. 1997; Plott and Zeiler 2005; Cason and Plott 2014) show
that participants may misperceive the Becker-DeGroot-Marschak elicitation method, that the elicited value
may be sensitive to the choice of bounds of the randomly generated number, and that participants may
overbid. The concern about the elicitation method may dampen the last finding of the considerably higher
reservation price. Nevertheless, this concern should not adversely affect our main finding of the gap in
reservation prices because its effect (if any) on the treatment of private information and social information
should be similar.
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participants’ belief about others’ belief error does not exceed the actual average belief
error, i.e., θ̄ 6 γ̄, is also rejected, which suggests that an exaggeration of others’ belief
error also contributes to the gap in reservation prices.

Our paper is related to the experimental studies on social learning games initiated by
Anderson and Holt (1997). Subsequent experimental studies modify the baseline design
and investigate systematic choice behavior off the Bayesian equilibrium path.4 Among
these studies, Nöth and Weber (2003), Çelen and Kariv (2004), and Goeree et al. (2007)
find that private information is overweighted relative to social information based on their
model estimation. To circumvent confounding factors, such as specific modeling of the
decision process, underlying the interpretation, Weizsäcker (2010) applies a reduced-form
approach to perform a meta analysis of 13 social learning experiments and finds that
participants are much less likely to choose optimally in cases where the empirically
optimal action contradicts their own signal. Nevertheless, the interpretation of this
finding as evidence of participants’ overweighting private information is undermined
by the varying lucrativeness of choosing optimally.5 Our experimental design can be
viewed as a truncated version of the sequential social learning design with only the
first two positions. The experiment is intentionally designed in this way to identify the
effect of individuals’ first-order beliefs about others’ applying Bayes’ law. Our paper
contributes to this strand of literature by first providing unequivocal evidence that
individuals value private information more than social information and identify their
first-order beliefs about others’ not applying Bayes’ law as a reason. In addition, a recent
study by De Filippis et al. (2017) investigates the first two positions of a sequential social
learning game. They collect belief data and infer from the model estimation that private
information is overweighted only if it contradicts the predecessor’ belief.6 By contrast,
we collect subjects’ reservation price data and choice data and provide direct evidence

4See Hung and Plott (2001), Nöth and Weber (2003), Kübler and Weizsäcker (2004), and Goeree et al.
(2007) for example.

5One may define the lucrativeness of choosing optimally in any given information set as the increment
in expected payoff from choosing optimally rather than choosing sub-optimally or as the expected payoff
from choosing the optimal action due to the binary choice and the normalized payoff. In the meta analysis,
this value is equal to the fraction of decision rounds with an underlying true state in favor of the optimal
action of all decision rounds that include a specific information set. Then, a case where following one’s
own signal is empirically optimal corresponds to an information set in which the fraction of decision
rounds with an underlying true state in favor of one’s own signal is greater than one-half. A case where
contradicting one’s own signal is empirically optimal corresponds to an information set in which the
fraction of decision rounds with an underlying true state against one’s own signal is greater than one-half.
Conceivably, the fraction in the former case is on average larger than in the latter case. Thus, the finding in
Weizsäcker (2010) that participants respond to incentives suggests that participants’ greater reluctance to
contradict their own signal may be due to the smaller incentive rather than their overweighting of private
information.

6Dominitz and Hung (2009) also collects subjects’ belief data in a stylized information cascade experi-
ment and finds that private information is not overweighted.
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that private information is valued more than social information.
Our paper is also related to the literature on non-Bayesian social learning models.

Non-Bayesian social learning models, for the most part, are motivated by the casual
observation that social networks are often prohibitively complex; consequently, bounded
rational individuals may not be able to make Bayesian inferences on the basis of social
information. Models that characterize their incorporation of social information in a certain
non-Bayesian manner are then proposed.7 Among these non-Bayesian models, most
recently in Molavi et al. (2018), individuals are assumed to process private information
in a Bayesian manner, which is treated as common knowledge among them. A class of
non-Bayesian social learning models initiated by DeGroot (1974), which assumes a linear
aggregation of private information and social information, also exists.8 By contrast, our
belief error model focuses on a basic deviation from the first-order belief assumption
and applies to social learning settings where the network structure is sufficiently simple
and individuals are fully informed of others’ information structure with a simple form.
Therefore, our paper should be viewed as complementary to the existing work on non-
Bayesian social learning models.

Moreover, our paper is related to the literature on non-Bayesian individual decision
making. Individuals have been shown to deviate from the Bayesian updating paradigm
systematically in many settings of individual decision making.9 Alternative models that
capture a certain deviation from Bayesian updating have been proposed via two typical
approaches. In the first approach, non-Bayesian descriptive models are formalized to
characterize individuals’ misinterpretation of the signal generating process or signals
(Barberis et al., 1998; Rabin, 2002; Rabin and Schrag, 1999; Rabin and Vayanos, 2010). In
the second approach, non-Bayesian decision models are built on axiomatic foundations
and are applied to settings where the prior probability is subjectively determined and
even adjusted in the presence of new observations (Epstein, 2006; Epstein et al., 2008;
Ortoleva, 2012). By contrast, our non-Bayesian decision model applies even when both
the prior probability and the signal generating process are given objectively and can be
reasonably agreed on by individuals. Moreover, our model can explain the experimental
findings that are difficult to reconcile with the aforementioned non-Bayesian decision
models, e.g., the monotonic relationship between signal quality and the frequency of
making a Bayesian choice.10

7See Bala and Goyal (1998), Rabin and Vayanos (2010), Guarino and Jehiel (2013), Eyster and Rabin
(2010, 2014), and Bohren (2016), among others.

8See DeMarzo et al. (2003), Golub and Jackson (2010, 2012), and Jadbabaie et al. (2012), among others.
9See, for example, Tversky and Kahneman (1974), Holt and Smith (2009) and the surveys in Camerer

(1995), Rabin (1998), and Camerer and Loewenstein (2004).
10For example, Epstein et al., 2010 (in the spirit of Epstein, 2006 and Epstein et al., 2008) assumes that

agents’ posterior belief is a linearly weighted sum of the Bayesian posterior probability and the prior
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Finally, our paper is related to the literature on stochastic binary choice models. A
canonical model of stochastic binary choice is the logit model first proposed by Bradley
and Terry (1952). The logit model typically assumes that individuals optimally make
deterministic choices given their knowledge, but from the perspective of observers, they
follow a logistic response function for choice probabilities. The gap has traditionally been
reconciled by assuming that individuals evaluate the payoffs of choices with some noise
or that an individual-specific preference shock exists, and that observers are ignorant
of them. In contrast to the payoff disturbance foundation, Matějka and McKay (2015)
provides a rational inattention foundation for the logit model. They show that when
individuals endogenously determine their learning about the payoffs of choices and the
information cost takes the form of the Shannon mutual information cost function, their
optimal information and choice strategy naturally implies the logistic choice rule.11 We
argue in Section 5 that applying logit models with either foundation to our setting is
inappropriate. Instead, we propose a novel belief error model to generate the stochastic
binary choice. In terms of modeling error, our method of making assumptions on random
posterior beliefs is different from the typical method of assuming an additively separable
error term, as in the logit model.

The remaining parts of the paper proceed as follows. Section 2 presents a Bayesian
benchmark model of our social learning game. Sections 3 and 4 report experimental
design and results correspondingly. Section 5 proposes a model of belief error and struc-
turally estimates the model parameters using maximum likelihood estimation. Finally,
section 6 concludes.

2 Bayesian Benchmark Model

In the benchmark model, we assume that Bayesian agents share a common prior belief
about the state of the world, i.e., state 1 and state 2 occur with probability 1

2 . Each agent
has to make a binary action decision whose payoff is contingent on the underlying state.
Specifically, action 1 delivers a payoff of 1 in state 1 and a payoff of 0 in state 2, and action
2 delivers a payoff of 0 in state 1 and a payoff of 1 in state 2.

Independent signals {sn}n≥0, where sn ∈ {B, W}, provide incomplete information
about the underlying state. We assume that the signal structure is symmetric, i.e.,
P(sn = B | state 1) = P(sn = W | state 2) = p and P(sn = W | state 1) = P(sn = B |
state 2) = q ≡ 1− p. We also assume that p > 1

2 .

probability. This assumption always predicts a Bayesian first choice in our experiment, which is inconsistent
with the data.

11Caplin and Dean (2015) also provides a rational inattention foundation for agents’ stochastic choice
without imposing specific assumptions about the function form of the information cost.
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In a private information setting, an agent is endowed with a private signal s0. Condi-
tional on the realization of s0, she makes a first choice between the two actions and may
also decide to acquire a certain number of additional signals conditional on which she is
entitled to make a second choice. A social information setting is almost identical, except
that the additional observations consist of a certain number of other agents’ first choices,
each of which is made after observing an independent realization of signal s0.

Clearly, a Bayesian agent’s posterior belief about state 1 is p after observing a signal
s0 = B and is q after observing a signal s0 = W. Bayesian agents who maximize expected
utility should optimally choose action 1 in the former case and action 2 in the latter
case. It then can be inferred from observing an agent’s first choice of action 1 (action 2)
in the social information setting that a signal with the realization of B (W) is observed.
Thus, the informational content contained in a signal is identical to that inferred by
observing an agent’s first choice. It is then straightforward that an agent’s willingness
to pay for observing n additional signals in the private information setting (denoted as
Wpri

s0 (p, n)) is equal to her willingness to pay for observing n agents’ first choices in the
social information setting (denoted as Wsoc

s0
(p, n)).

Proposition 1. For Bayesian agents who maximize expected utility, W pri
s0 (p, n) = Wsoc

s0
(p, n).

Since the prior belief about either state is 1
2 and the signal structure is symmetric,

Wpri
s0 (p, n) remains the same regardless of the realization of signal s0. For notational

simplicity, we use W(p, n) below to indicate Wpri
s0 (p, n) or Wsoc

s0
(p, n).

If agents are further assumed to be risk neutral, their willingness to pay for additional
observations can be characterized in a closed form, specifically, a form that is monotone
in the number of additional observations and concave in the informativeness of signals.
We provide the proof of the position in the supplementary Appendix B.

Proposition 2. Assume that Bayesian agents maximize expected payoff. Then, the following
properties hold.

(i) W(p, 1) = 0 and W(p, 2n) = W(p, 2n + 1) = ∑2n
k=n+1 Ck

2n
(

pkq2n+1−k − p2n+1−kqk) for
n > 1.

(ii) W(p, 2m) > W(p, 2n) whenever m > n, and limn→∞ W(p, 2n) = 1− p.
(iii) ∂W(p, 2n)/∂p > 0 for p < p∗2n and ∂W(p, 2n)/∂p < 0 for p > p∗2n, where p∗2n =

1
2 +

1
2

[
1− n

√
(2 · 4 · · · · · 2n)/(3 · 5 · · · · · (2n + 1))

] 1
2 .

(iv) The threshold level of informativeness of signals that makes additional observations most
valuable to an agent, p∗2n, decreases as the number of additional observations 2n rises, and
limn→∞ p∗2n = 1

2 .
(v) ∂2W(p, 2n)/∂p2 < 0.
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The property that there is no informational value of observing an additional sig-
nal holds regardless of risk attitude. As for observing more than one additional
signal, one can show that the increment in expected utility must be proportional to
∑2n

k=n+1 Ck
2n
(

pkq2n+1−k − p2n+1−kqk) regardless of risk attitude. Nevertheless, the assump-
tion of risk neutrality is necessary for a closed-form characterization of willingness to pay
because utility levels at four points are involved.12

3 Experimental design and hypotheses

We design an experiment to collect data on subjects’ choices and their reservation prices
for additional observations in both private information and social information settings. In
each setting, we vary the signal quality and signal quantity parameters. Specifically, signal
quality (p) varies from 0.6 to 0.75 to 0.9, i.e., from low to medium to high accuracy. Signal
quantity (n) takes a value of either 1 or 3 and determines whether one or three additional
observations are provided. A total of twelve treatment conditions are considered, and we
implement a within-subject design. An experimental session consists of sixty decision
rounds, of which the first twelve correspond to the twelve treatment conditions, which
are followed by four repetitions.13

In addition to learning from private information and learning from social information,
another type of learning is inherent in laboratory experiments: participants’ learning
the experiment during the course of the experiment. Specifically, for a multi-round
experiment, whether participants receive feedback about their performance at the end
of each round may have an impact. To investigate the potential effect of participants’
learning about the experiment through feedback, we implement a between-subject design
in which a decision round consists of the following three stages in no-feedback sessions,
and in feedback sessions there is also the fourth stage in which feedback is provided.

In stage 1, a computer randomly selects either of urn 1 and urn 2 for use in that
decision round. Urn 1 of type 12

20 contains twelve black balls and eight white balls, and
urn 2 of this type contains twelve white balls and eight black balls. The compositions of
type 15

20 urns and type 18
20 are similarly determined. While the type of urns (i.e., 12

20 , 15
20 , or

18
20 ) is revealed to all subjects, the label of the urn (i.e., urn 1 or urn 2) is not known. The
computer independently and randomly draws one ball from the urn with replacement

12Utility levels at four points are the utility of payoff of one, the utility of payoff of zero, the utility of
payoff of one subtracted by willingness to pay, and the utility of payoff of zero subtracted by willingness to
pay.

13The display order of the twelve treatment conditions in our experiment is: (i) private information,
n = 1, p = 0.6→ 0.75→ 0.9; (ii) private information, n = 3, p = 0.6→ 0.75→ 0.9; (iii) social information,
n = 1, p = 0.6→ 0.75→ 0.9; (iv) social information, n = 3, p = 0.6→ 0.75→ 0.9.
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for each subject and informs her of the color of the drawn ball. On the basis of the color
of the drawn ball, each subject is asked to make a first binary choice, i.e., guess which of
the two urns is used.

In stage 2, each subject is endowed with 300 tokens and asked to state her reservation
price for additional information by choosing a number from {0, 1, 2, ..., 299, 300}. The
chosen number, say b, refers to her willingness to pay b tokens for additional information.
Before stating her reservation price, the subject is informed of the composition of the
additional information. Specifically, in the private information treatment condition with
n ∈ {1, 3}, the additional information includes the color(s) of n ball(s) randomly drawn
from the urn used in that round. In the social information treatment condition with
n ∈ {1, 3}, the additional information is the first choices of one or three other subjects.

In stage 3, the Becker-DeGroot-Marschak method is employed to determine whether
subjects successfully purchase additional information. Specifically, the computer ran-
domly and equally chooses an ask price from {0, 1, 2, ..., 299, 300}, say s tokens. If a
subject’s reported reservation price exceeds the ask price (b > s), the subject is charged s
tokens (collected from her endowment of 300 tokens) and is provided with the additional
information. After the additional observations, the subject is asked to make a second
binary choice between urn 1 and urn 2. In this case, her second choice becomes her
final choice in that round. If a subject’s reported reservation price is below the ask price
(b < s), the subject is neither charged nor provided with additional information. In this
case, her first choice is also her final choice in that round. In feedback sessions, a fourth
stage is implemented after stage 3, in which subjects are told of the urn that is actually
used in that round.

Subjects are paid according to their final choices in a randomly selected decision
round. Specifically, the computer randomly selects one of the sixty decision rounds to
serve as the paid round. We say that a subject makes a correct choice if her final choice in
the paid round is the same as the urn that is actually used in that round and otherwise
makes an incorrect choice. A subject earns 300 tokens for a correct choice and zero tokens
for an incorrect choice. In addition, she retains her endowment of 300 tokens if she
does not purchase additional information in the paid round. If she receives additional
information at a cost of s tokens in the paid round, she retains 300− s tokens of the
endowment. Finally, the total number of tokens earned is redeemed for Chinese yuan at
an exchange rate of 1

10 .
According to the Bayesian benchmark model in Section 2, we have the following two

experimental hypotheses.
Hypothesis 1 The first choice in a decision round is urn 1 (urn 2) if a black (white)

ball is observed. The second choice (if any) is urn 1 if the majority of signals are in favor
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of urn 1 and urn 2 if the majority of signals are in favor of urn 2.14

Hypothesis 2 Participants’ reservation prices for observing additional signals are
identical in the private information and social information treatment conditions for any
given signal quality and signal quantity. The reservation price in each treatment condition
is shown in Table 1.

Table 1: The same value of private information and social information (unit: tokens)

p = 0.6 p = 0.75 p = 0.9

n = 1 0 0 0
n = 3 14.4 28.1 21.6

We recruited 100 undergraduate students from Xiamen University as participants
by sending email invitations to a subset of candidate subjects registered in our subject
pool. The study was conducted at the Finance and Economics Experimental Laboratory
(FEEL) of Xiamen University in 2014. We ran five sessions with twenty subjects in each
session, including three no-feedback sessions and two feedback sessions. Before the
decision task, subjects received a copy of the experimental instructions and we read the
experimental instructions aloud and answered any questions from the subjects (See the
supplementary Appendix C for the Experimental Instructions). Each session of the study
lasted approximately 50 minutes, and subjects earned an average of approximately 50
Chinese yuan (approximately 8 US dollars) and received their payments in private.

4 Experimental Results

An observation of the experiment includes the parameters treatment condition (i.e.,
private or social information; p = 0.6, 0.75, or 0.9; n = 1 or 3), a dummy variable
indicating whether feedback was provided, the order of the decision round, the subject’s
experimental ID number, the label of the urn that was used in the decision round, signals
that the subject observed, the subject’s first choice and second choice, if any, and the
subject’s reported reservation price for observing additional signals. We have a total of
6000 observations in our data sample, and subjects observed the additional signals and
made a second choice in 1230 observations.

14Let B and W refer to observing a black ball and a white ball, respectively, and let C1 and C2 refer to
a choice of urn 1 and a choice of urn 2 in stage 1, respectively. Signals in favor of choosing urn 1 for the
second time include BB, BC1, 4B, and 3B1W in the private information setting and 1B3C1, 1B2C11C2, and
1W3C1 in the social information setting. Signals in favor of choosing urn 2 for the second time include
WW, WC2, 4W, 3W1B in the private information setting and 1W3C2, 1W2C21C1, and 1B3C2 in the social
information setting.
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Overall, in subsections 4.1 and 4.2 we present three main findings from the choice data
and reservation price data at the aggregate level: (1) subjects value social information
less than private information; (2) the frequency of subjects’ making a Bayesian first choice
increases as the signal quality increases; and (3) subjects report considerably higher
reservation prices than predicted by the Bayesian benchmark model, specifically, there is
positive informational value of observing one additional signal. Notably, data from the
feedback sessions convey a similar message in terms of all three aspects as data from the
no-feedback sessions, but the strength of the message from the former is slightly weaker.
We also illustrate subjects’ heterogeneity in terms of different valuations of the two types
of information in subsection 4.3.

4.1 Different Valuations of Private Information and Social

Information

We find both direct and indirect evidence that subjects treat private information and
social information differently, which refutes experimental hypothesis 2.

Table 2 shows that subjects’ average reservation prices are consistently much higher
than the theoretical values based on the Bayesian benchmark model; more importantly,
social information has a lower value than private information. We run the two-group mean
test under the null hypothesis that reservation prices are identical in both the private and
the social information settings with the alternative hypothesis that the average reservation
price in the social information setting is lower than that in the private information setting.
The results show that the null hypothesis is rejected in all conditions of the no-feedback
sessions and is rejected in all but one condition of the feedback sessions.15

Figure 1 further illustrates the difference in the empirical distributions of subjects’
reservation prices between the private information setting and the social information
setting. We run a Kolmogorov-Smirnov test of the equality of the distributions in the two
settings for each of the six treatment conditions. The null hypothesis is rejected at the 5%
significance level in all six cases.16

In the subsample of observations where subjects were asked to make a second choice,

15An analysis of later rounds of a session, i.e., rounds 37-60, produces similar results.
16We also test the difference in the empirical distributions of the reported reservation prices between the

two information settings for feedback session data and for no-feedback session data, separately. We run a
Kolmogorov-Smirnov test of the equality of the distributions in the two settings for the two subsamples of
data, and the null hypothesis is rejected at the 1% significance level for each of the two subsamples. When
we further divide each subsample of data into six treatment conditions and run a similar statistical test,
we find that the null hypothesis is rejected at the 5% significance level in each treatment condition of the
subsample of no-feedback sessions and that the null hypothesis cannot be rejected at the 5% significance
level in each treatment condition of the subsample of feedback sessions. These results suggests that subjects
may learn from feedback, which in turn has an impact on their valuation of the two types of information.
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Table 2: Average reservation prices in the private and social information settings

p = 0.6 p = 0.75 p = 0.9

no feedback, n = 1
private 49 (3.3) 51 (3.2) 66 (4.6)
social 40 (2.9) 42 (3.0) 51 (4.1)

0.0186 0.0250 0.0069

feedback, n = 1
private 54 (7.1) 37 (4.0) 28 (3.4)
social 44 (5.8) 34 (4.2) 23 (2.4)

0.2283 0.0388 0.0254

no feedback, n = 3
private 94 (4.5) 97 (4.8) 98 (5.5)
social 74 (4.4) 76 (4.4) 79 (5.4)

0.0006 0.0005 0.0087

feedback, n = 3
private 83 (8.1) 66 (5.5) 35 (3.6)
social 62 (5.7) 53 (5.0) 32 (3.1)

0.0017 0.0022 0.0426
Notes: See standard errors in the parentheses and p-values of one-tailed tests of the corresponding
mean comparison in the corresponding third row.
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Figure 1: Empirical distribution of reservation prices

12



subjects’ final choices were made on the basis of the initial information (the color of the
ball that was shown in stage 1) and the new information, which includes either the colors
of the additional balls or other subjects’ first choices. If the impact of the new information
on the second choice differs depending on the type of information, then subjects have a
different valuation of private information and social information. Our indirect evidence
is based on the finding that the effect is stronger when the new information is private
information than when it is social information.

Specifically, we investigate in the subsample the percentage of decision rounds in
which a subject’s second choice contradicts the color of the ball in stage 1, for example,
when the subject’s second choice was urn 2 after observing a black ball in stage 1 or her
second choice was urn 1 after observing a white ball in stage 1. We may interpret that
the larger the percentage is, the bigger is the impact the new information has on subjects’
second choices, everything else being equal. We find that, overall, the percentage is 22%
in the private information setting and 16% in the social information setting. We run a
two-group mean test under the null hypothesis that the percentage is the same in both
settings and find that the hypothesis is rejected at the 10% significance level.17

4.2 Signal Quality and Bayesian Choice

Since urn 1 consistently contains more black balls than white balls and urn 2 consistently
includes more white balls than black balls and because the prior belief about either urn
is 1

2 , we say that a subject’s first choice is a Bayesian choice if she chooses urn 1 after
observing a black ball or chooses urn 2 after observing a white ball. Table 3 reports
the percentage of Bayesian choices in the first stage. While it is not surprising that the
percentage is less than 100%, i.e., 94%, it is interesting that the percentage increases as the

17The overall percentage ignores the details of different realizations of the initial information and the
new information. To address this question, we introduce an explanatory variable z that counts the number
of signals in the new information in favor of the initial information. For example, the variable takes a value
of 1 if the new information contains exactly one signal in favor of the initial information, a value of 2 if
the new information contains two signals in favor of the initial information, and so on. When a tie occurs
between signals in favor of either choice, i.e., z = 0 when n = 1 or z = 1 when n = 3, the percentage is
higher in the private information setting than in the social information setting, indicating a stronger effect
of private information.
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signal quality increases.18,19,20

Table 3: The effect of signal quality on Bayesian first choice

p = 0.6 p = 0.75 p = 0.9 p = 0.6 vs. 0.75 p = 0.75 vs. 0.9 p = 0.6 vs. 0.9

no feedback 87% 96% 97% 0.0000 0.0380 0.0000

feedback 90% 97% 99.5% 0.0000 0.0001 0.0000

Notes: The percentage refers to the extent to which the first choice is a Bayesian choice. The last
three columns report p-values of two-tailed tests of the corresponding mean comparison.

4.3 Individual-level analysis

At the individual level, we find considerable heterogeneity across subjects. Figure 2
illustrates each subject’s average reservation price for additional signals in the private
information and social information settings for each condition of signal quality and
signal quantity. Some subjects value private information more, some subjects value social
information more, and others value the two types of information more or less equally.

5 Belief Error Model and Structural Estimation

In this section, we provide a belief error foundation for participants’ systematic non-
Bayesian choice behavior and their different valuations of private information and social
information. A structural estimation of the model is then employed to gain deeper
insights into the experimental data.

We are aware that the toolbox includes the classical logit choice model, which has the
potential to explain our experimental findings. Nevertheless, we argue that an application
of such a model to our experimental setting is not appropriate for the following reasons.
When applying the logit model to generate a stochastic binary choice, the literature

18An analysis of rounds 37-60 of the feedback sessions produces similar results.
19Nöth and Weber (2003) extends Anderson and Holt (1997)’s sequential social learning experimental

design by introducing two signal qualities, i.e., p = 0.6 and p = 0.8, and finds that the frequency of
Bayesian choice in the first position is 85.8% when p = 0.6 and 97% when p = 0.8. Since subjects in their
experiment always learned the true state at the end of each round, they argue that subjects’ performances
in the previous round(s), such as gambler’s fallacy, can explain a portion of the non-Bayesian choices in
the first position. By contrast, subjects in our experimental sessions with no feedback cannot learn their
performance in the previous round(s), which precludes the above possible explanation.

20Similarly, we say that a subject’s second choice (if any) is a Bayesian choice if she chooses the urn
favored by the majority of signals, as specified in Footnote 14. Among the 636 observations in which the
majority of signals are in favor of either urn 1 or urn 2, subjects made a Bayesian choice in 612 cases, which
amounts to a Bayesian choice percentage of 96%.
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Figure 2: Individual average reservation prices for private and social information

Note: The diagonal line refers to the situation where reservation prices for the two types of
information are equal.
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assumes either that individuals follow a logistic response function to make stochastic
choices or that individuals optimally make a deterministic choice given their knowledge
but from the perspective of observers, they follow a logistic response function for their
choice probabilities. In the former case, individuals do not choose optimally (e.g., Kübler
and Weizsäcker 2004). The model predicts that subjects report a higher reservation price
for additional signals when they do not make a Bayesian first choice than when they
make a Bayesian first choice.21 This prediction is not consistent with our experimental
finding that subjects’ reported reservation prices in the two cases are not significantly
different (p-value = 0.1885; two-group mean-comparison test). In the latter case, the
logit model has a payoff disturbance foundation or a rational inattention foundation.
The model with a payoff disturbance foundation assumes that individuals have payoff
disturbances or preference shocks, of which observers are ignorant. An application of the
payoff disturbance model (e.g., logit QRE, see Goeree et al. 2007) represents a conceptual
challenge because our experimental data include reservation price data in addition
to choice data. Since a subject’s reservation price in principal reflects the difference
in her expected payoffs before and after observing additional signals, explaining the
variation in reservation price by the assumption of payoff disturbance leads to concerns
of circular reasoning.22 According to the model with a rational inattention foundation,
individuals are assumed to choose their information acquisition strategy optimally when
they endogenously determine their way of acquiring information about actions’ payoffs,
and the information acquisition cost is assumed to take the form of the Shannon cost
function (e.g., Matějka and McKay 2015). Under this assumption, individuals’ posterior
beliefs are optimally chosen, and action choices based on these posterior beliefs follow
a logistic response function form. Differently in our experimental setting, information
acquisition must take the form of drawing independent signals with an exogenously given
signal structure, and after receiving the signals, there is minimal room for unobservables
that may justify individuals’ choosing their information strategy. Thus, it is not compelling
to justify the application of the logit model with a rational inattention foundation in our
setting.

21The intuition is that after not making a Bayesian first choice subjects realize that they made a choice
mistake and that the expected payoff is lower. Henceforth, the benefit of observing additional signals larger
given a fixed ex ante expected payoff of making a second choice.

22We also employ the payoff disturbance model to structurally estimate the experimental data by
pretending to ignore the conceptual concern and find that it performs worse than our method, as illustrated
in Section 5.3.
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5.1 A Basic Model with Belief Error

The basic belief error model modifies the Bayesian benchmark model in the following
three aspects. First, subjects form random posterior beliefs with a Bayesian updating
kernel and have a sophisticated consideration of their own random posterior beliefs.
Second, subjects make a sophisticated consideration of others’ random posterior beliefs
when interpreting others’ action decisions. Third, subjects also gain utility from the event
of making a correct choice ex post in addition to the monetary payoffs realized from
making a correct choice. Clearly, the generality and applicability of the three assumptions
is ranked in descending order.

5.1.1 Random posterior belief with a Bayesian kernel

Subjects sometimes systematically deviate from Bayesian updating even in many simple
settings of individual decision making and often exhibit behavioral biases (e.g., Tversky
and Kahneman 1974; Holt and Smith 2009). Recently, De Filippis et al. (2017) collect
subjects’ belief data and find that while a high percentage of beliefs are in line with
Bayesian updating, a considerable percentage are smaller or greater than the Bayesian
ones. In addition, a small proportion of beliefs are even in the opposite direction specified
by Bayesian updating.

We model the variation from Bayes’ law by assuming that when updating beliefs from
prior beliefs and observations, subjects form a random posterior belief dependent on
the Bayesian posterior probability, i.e., the posterior probability calculated according to
Bayes’ law. Specifically, let px be the Bayesian posterior probability of urn 1 given a signal
set x. Subject i’s posterior probability of urn 1 takes the form of a random variable p̃i

x;
correspondingly, her posterior probability of urn 2 is 1− p̃i

x. We assume that the value of
the random posterior probability is realized only after observing signal set x and that
it is privately known to subject i. We also assume that sophisticated subjects take the
randomness of posterior belief into account when extrapolating posterior beliefs in any
future information set. We may infer that the randomness comes from belief errors when
the subject forms her posterior probability.23

Since the posterior probability p̃i
x is a random variable that takes a value from 0 to

1, an ideal probability distribution of the random variable should have support on the
interval [0, 1]. Among common continuous distribution functions with support on a

23The form of p̃i
x implicitly assumes that in an information set including the first signal and additional

signals, the subject forms her posterior belief by taking a new draw of noise in her belief without taking
into account the old draw of noise in her belief after observing the first signal. With this simplification,
the potential effect of the realized noise in belief after observing the first signal on the noise in belief after
observing the first signal and additional signals is ignored.
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bounded interval, we find that the beta distribution is particularly appealing since it
can successfully capture a few intuitions underlying the belief error model and generate
results with closed-form expressions.24

Assumption 1. Subject i’s posterior belief p̃i
x follows a beta distribution with two parameters

γi ≥ 0 and px ∈ [0, 1]. Specifically,

p̃i
x ∼ Beta

(
px

γi ,
1− px

γi

)
when γi > 0 and px ∈ (0, 1). p̃i

x = px almost surely when γi = 0, p̃i
x = 0 almost surely when

px = 0, and p̃i
x = 1 almost surely when px = 1.

Assumption 1 has a few desirable features. First, it guarantees that p̃i
x, as a probability,

is always bounded by 0 6 p̃i
x 6 1 since the support of the beta distribution is [0, 1].

Second, the expectation E( p̃i
x) = px, which suggests that the subject’s belief is on average

“right” in the sense that the random posterior belief overall has a Bayesian posterior
belief kernel. Third, the variance Var( p̃i

x) =
γi

1+γi px(1− px) shrinks as the parameter γi

decreases and converges to zero as γi approaches zero. Therefore, the parameter γi can
naturally be interpreted as the degree of subject i’s belief error: the smaller the parameter
is, the smaller her belief error is. γi = 0 corresponds to a special case in which the
distribution of p̃i

x is degenerate, or equivalently, p̃i
x = px almost surely. Finally, for any

fixed γi, the variance is proportional to px(1− px), which has the highest value when
px = 1

2 . The variance is also symmetric around 1
2 and decreases when px changes in the

direction of 0 or 1. In the boundary cases of px = 0 or 1, p̃i
x = 0 almost surely or p̃i

x = 1
almost surely. This feature captures the intuition that a subject’s belief error shrinks as
the corresponding Bayesian posterior belief approaches the boundaries.

Nyarko et al. (2006) use a beta distribution to characterize the posterior belief in a
very different setting. In their setting, subjects are interested in forming a belief about the
probability of a profitable state, and the prior belief is that the probability follows a beta
distribution. After observing occurrences of profitable and unprofitable states, which
follow a Bernoulli distribution, they apply Bayes’ law to form a posterior belief about
the probability, which must be a beta distribution because a beta prior distribution is a
conjugate prior for the Bernoulli likelihood function. By contrast, subjects in our setting
are interested in forming a belief about the underlying binary state, and the prior belief

24Alternatively, one may define subject i’s posterior belief to be the Bayesian posterior probability plus an
error term, i.e., p̃i

x = px + εi
x. This definition will inevitably result in a truncated distribution if we assume

that εi
x follows a distribution with unbounded support such as normal distribution. While the truncation

problem could be resolved by applying the logit transformation twice, e.g., ln p̃i
x

1− p̃i
x
= ln px

1−px
+ εi

x, the

appealing feature of generating closed-form predictions will be lost.
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is a fixed number. After observing signals conditional on the underlying binary state,
which follows a Bernoulli distribution, subjects’ posterior beliefs are a fixed number if
Bayes’ law is applied. It is only in our non-Bayesian paradigm that subjects’ posterior
beliefs are assumed to be random and follow a beta distribution. In summary, our paper
is essentially different from theirs in terms of the information structure, the contents of
the prior and posterior beliefs, and the Bayesian/non-Bayesian paradigm.

When maximizing expected utility, subject i’s optimal choice strategy according to the
belief error model is similar to that of the Bayesian benchmark model: choose urn 1 if
p̃i

x > 1
2 , choose urn 2 if p̃i

x < 1
2 , and be indifferent between the two options if p̃i

x = 1
2 . Let

P(correct choicei | x, p̃i
x) be the (subjective) probability of making a correct choice after

subject i observes signals x and forms a realized value of her posterior belief p̃i
x. The

optimal choice strategy implies that P(correct choicei | x, p̃i
x) = max( p̃i

x, 1− p̃i
x). Then,

the probability of making a correct choice for information set x before the value of p̃i
x is

realized is

P(correct choicei | x) = EP(correct choicei | x, p̃i
x) = E max( p̃i

x, 1− p̃i
x),

which reflects the subject’s assessment of her chance of making an ex post correct choice
for a hypothetical information set x. For comparison, the corresponding assessment
according to the Bayesian benchmark model is max(px, 1− px). We show that the two
assessments prescribe the same ranking of information sets.

Proposition 3. Assume that subjects maximize expected utility. Under Assumption 1, for signal
sets x and y,

(i) if max(px, 1− px) = max(py, 1− py), i.e., px = py or px = 1− py, then P(correct choicei |
x) = P(correct choicei | y);

(ii) if max(px, 1− px) > max(py, 1− py), then P(correct choicei | x) > P(correct choicei |
y).

Proof. See Appendix A.1.

Since the assessment depends on px, we denote v(px) ≡ P(correct choicei | x) after
skipping the index of subject i and belief error measure γ. The second property of
Proposition 3 implies that when px > 1

2 , the assessment according to the belief error
model is increasing in px. The monotonicity of the assessment is trivially satisfied in
the Bayesian benchmark model because max(px, 1− px) = px when px > 1

2 . Another
interesting observation is that when px > 1

2 , the assessment according to the belief error
model increases at an increasing rate, i.e., ∂2v(px)/∂p2

x > 0, whereas the assessment
according to the Bayesian benchmark increases at a linear rate. We do not have a formal
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proof of the convexity of v(px) due to the intricate interaction between the function form
and the beta distribution, but our simulation exercise suggests that ∂2v(px)/∂p2

x > 0 for
a wide range of values of belief error measure γ.

It is straightforward to check that a subject who chooses optimally according to the
belief error model also makes a Bayesian choice if and only if

(
p̃i

x − 1
2

) (
px − 1

2

)
> 0.25

So the chance of subject i’s making a Bayesian choice is P
((

p̃i
x − 1

2

) (
px − 1

2

)
> 0

)
.

Proposition 4 below shows that the chance is increasing in px when px > 1
2 and decreasing

in px when px < 1
2 . Since for a given prior belief, the Bayesian posterior probability

px is increasing in the signal quality p when px > 1
2 and decreasing in p when px < 1

2 ,
the proposition implies that the chance of subjects’ making a Bayesian choice increases
as the signal quality increases, which is consistent with the experimental finding that
the frequency of making a Bayesian first choice increases from p = 0.6 to 0.75 to 0.9.
For comparison, the Bayesian benchmark model predicts that the chance of making a
Bayesian first choice is always 100%, regardless of the signal quality p.

Proposition 4. Assume that subjects maximize expected utility. Under Assumption 1, for signal
sets x and y, if

∣∣∣px − 1
2

∣∣∣ > ∣∣∣py − 1
2

∣∣∣, then

P
((

p̃i
x −

1
2

)(
px −

1
2

)
> 0

)
> P

((
p̃i

y −
1
2

)(
py −

1
2

)
> 0

)
.

Proof. See Appendix A.2.

We now show that the belief error model predicts a positive informational value of
observing one additional signal. The intuition proceeds as follows. A subject’s posterior
belief after observing the first private signal in the first stage may not be equal to the
Bayesian posterior probability, and a sophisticated subject extrapolates that she will form
a random posterior belief for each subsequent information set in later stages. For any
subsequent information set in later stages, she will choose optimally contingent on the
realization of the random posterior probability, which is a better strategy than always
choosing a certain action for all subsequent information sets. Thus, the belief error in the
late stage universally increases the value of observing one additional signal. However,
the effect of the belief error in the first stage is ambiguous and essentially depends on the
value of the realized posterior in the first stage. Specifically, when the realized posterior
is close to 1

2 , i.e., she is not confident about the true state, the second effect is also positive
and the overall effect of observing one additional signal is positive. When the realized
posterior is close to 0 or 1, i.e., she is confident about the true state, the second effect is
negative and even dominates the first effect, so the overall effect is negative.

25We skip the tie case p̃i
x = 1

2 since belief error is continuous according to Assumption 1.
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Formally, let Vi,pri
B+1 be subject i’s expected payoff of observing one additional signal

after having already observed a black ball in the first stage. We simplify the notation as
Vpri

B+1 whenever it is clear.26

Proposition 5. Assume that sophisticated subjects with belief error maximize expected payoff.
Then under Assumption 1,

Vpri
B+1 −max( p̃i

B, 1− p̃i
B)

> 0 if p̃i
B ∈ (

¯
p, p̄),

6 0 if p̃i
B 6

¯
p or p̃i

B > p̄,

where
¯
p, p̄ satisfy that

¯
p < 1

2 < pB < p̄ and p̄ is increasing in pB.

Proof. See Appendix A.4.

Proposition 5 suggests that when the realized posterior belief in the first stage is in
the same direction as the Bayesian posterior belief and does not hit the boundary of high
confidence about the true state, i.e., 1

2 < p̃i
B < p̄, there is positive value of observing one

additional signal. For example, when the realized posterior belief is equal to the Bayesian
posterior belief (i.e., p̃i

B = pB), observing one additional signal has positive informational
value.

Furthermore, the difference in expected payoffs is generally positive from the per-
spective of an outside observer. Let EVpri

B+1 be a subject’s expected payoff, from the
perspective of an observer, of observing one additional signal after having already ob-
served a black ball. Since the posterior belief is unknown to the observer, EVpri

B+1 = (p2 +

q2)v(pBB) + 2pqv(pBW) given that Ep̃i
B = pB = p. Similarly, E max( p̃i

B, 1− p̃i
B) = v(pB)

is the expected payoff in the first stage from the perspective of an observer. Since
(p2 + q2)pBB + 2pqpBW = pB, it is clear that EVpri

B+1 > v(pB) if v(px) is convex.
Finally, the belief error model also predicts that the value of observing three additional

signals is always greater than the value of observing one additional signal, which is
consistent with the experimental finding. We leave the formalization and the proof of this
claim in the supplementary Appendix B.

5.1.2 First-order belief about others’ random posterior beliefs

In the later stages of our social information setting, all signals except the first consist of
other subjects’ first choices, which are based on the colors of their own first balls drawn

26The assumption that the first observed ball is black has no loss of generality, and we keep the
simplified assumption henceforth. Subject i’s expected payoff after choosing optimally in the first stage
is max( p̃i

B, 1− p̃i
B) and Vpri

B+1 = p̃i
B · [p · E max( p̃i

BB, 1− p̃i
BB) + q · E max( p̃i

BW , 1− p̃i
BW)] + (1− p̃i

B) · [p ·
E max( p̃i

BW , 1− p̃i
BW) + q ·E max( p̃i

BB, 1− p̃i
BB)].
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from the same urn. The question then is how a subject interprets the signals of others’
first choices. In other words, what is the quality of such signals or, equivalently, what are
the probabilities of observing another subject’s first choice of urn 1 or urn 2 given the
true urn state from the perspective of the subject. We provide a formal analysis below
and demonstrate that how a subject interprets the signals of others’ first choices depends
on her belief about others’ decision strategy and, in particular, on her belief about how
others form their posterior beliefs.

Formally, the quality of a signal of another subject’s first choice is characterized by
Pi(Cj | urn k) (j = 1, 2 and k = 1, 2), which reflects subject i’s belief about another
subject’s probability of choosing urn j given the true state urn k. Subject i’s belief about
another subject’s decision strategy is characterized by Pi(Cj | B) and Pi(Cj |W), which
reflects subject i’s belief about another subject’s probabilities of choosing urns j = 1, 2
after the other subject observes a black ball and a white ball, respectively. In contrast
to the private information setting, where the quality of a signal of the color of a drawn
ball is exogenously given and is naturally agreed on among subjects, the quality of a
signal of another subject’s first choice in the social information setting may be interpreted
differently and is endogenously determined as follows.

Pi(C1 | urn 1) = P(B | urn 1) · Pi(C1 | B) + P(W | urn 1) · Pi(C1 |W)

= p · Pi(C1 | B) + q · Pi(C1 |W),

Pi(C2 | urn 2) = P(W | urn 2) · Pi(C2 |W) + P(B | urn 2) · Pi(C2 | B)

= p · Pi(C2 |W) + q · Pi(C2 | B).

If a subject believes that other subjects form posterior beliefs in a Bayesian manner and
choose optimally given their beliefs, then Pi(C1 | B) = Pi(C2 |W) = 1, which implies that
Pi(C1 | urn 1) = P(B | urn 1) and Pi(C2 | urn 2) = P(W | urn 2). In this case, subject i
views the signal quality as identical regardless of whether it is a signal of another subject’s
first choice or it is a signal of the color of a drawn ball. Thus, she interprets a signal of
another subject’s choosing urn 1 the same as a signal of a black ball.

If a subject believes that other subjects form posterior beliefs in a non-Bayesian
paradigm and choose optimally given their beliefs, then she may interpret that a signal
of another subject’s choosing urn 1 comes from observing a black ball or observing a
white ball. In this case, the signal quality is generally viewed as different, i.e., Pi(C1 |
urn 1) 6= P(B | urn 1) and Pi(C2 | urn 2) 6= P(W | urn 2). In addition, knowing that
Pi(C1 | urn 1) > P(B | urn 1) if and only if Pi(C1 | W)/Pi(C2 | B) > p/q > 1 and that
Pi(C2 | urn 2) > P(W | urn 2) if and only if Pi(C1 | W)/Pi(C2 | B) < q/p < 1, it is
impossible that both Pi(C1 | urn 1) > P(B | urn 1) and Pi(C2 | urn 2) > P(W | urn 2).
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In other words, for subject i’s arbitrary modeling of others’ forming posterior beliefs,
the quality of a signal of another subject’s first choice can never be uniformly improved
compared to the signal quality in the private information setting.

We now know that how subject i interprets a signal of another subject’s first choice
depends on her belief about the subject’s decision strategy. This belief in turn depends
only on her belief about the other subject’s method of forming posterior beliefs, as long
as the assumption that subjects choose optimally given their beliefs is maintained. Similar
to our method of modeling a subject forming a random posterior belief, we assume that
subject i holds the first-order belief that others form random posterior beliefs with a
Bayesian kernel.

Assumption 2. Subject i believes that other subjects’ posterior belief p̃−i
x follows a beta distribu-

tion with two parameters θi ≥ 0 and px ∈ [0, 1]. Specifically,

p̃−i
x ∼ Beta

(
px

θi ,
1− px

θi

)
when θi > 0 and px ∈ (0, 1). p̃−i

x = px almost surely when θi = 0, p̃−i
x = 0 almost surely when

px = 0, and p̃−i
x = 1 almost surely when px = 1.

Similar to Assumption 1, Assumption 2 suggests that subject i thinks that other
subjects’ posterior beliefs are unbiased on average. The parameter θi describes subject
i’s opinion of the degree of others’ belief errors. The larger θi is, the greater she thinks
others’ belief errors are. In the special case of θi = 0, p̃−i

x = px almost surely because its
distribution is degenerate. Therefore, subject i believes that others’ posterior beliefs all
coincide with the Bayesian posterior belief, so their first choices are perfectly aligned with
the colors of the balls they observe. In this case, the observation of a subject choosing urn
1/urn 2 is the same as observing a black/white ball, and the social information setting
degenerates to the private information setting.

Moreover, we know that under Assumption 2, Pi(C2 | B) = Pi(C1 |W) > 0 when θi >

0, which implies that Pi(C1 | urn 1) < P(B | urn 1) and Pi(C2 | urn 2) < P(W | urn 2).
In other words, subject i interprets that the signal quality is always lower when it is a
signal of another subject’s first choice than when it is a signal of the color of a drawn ball.
Her observation of another subject’s first choice is equivalent to observing a signal with
discounted quality.

Finally, the belief error model in the social information setting employs Assumption
2 to determine a subject’s interpretation of others’ first choices. The model uses both
Assumption 1 and Assumption 2 to determine a subject’s posterior belief after observing
others’ first choices. These two assumptions and the assumption of subjects’ sophisticated
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consideration of belief error are needed when modeling subjects’ extrapolation in the
later stages.27

Let Vi,soc
B+1 be subject i’s ex ante expected payoff of observing another subject’s first

choice after having already observed a black ball in the first stage. We simplify the
notation to Vsoc

B+1 whenever it is clear.28 Similar to the private information setting, we
show that there is positive informational value of observing another subject’s first choice,
which contradicts the prediction according to the Bayesian benchmark model.

Proposition 6. Assume that sophisticated subjects with belief error maximize expected payoff.
Then under Assumptions 1 and 2,

Vsoc
B+1 −max( p̃i

B, 1− p̃i
B)

> 0 if p̃i
B ∈ (

¯
p′, p̄′),

6 0 if p̃i
B 6

¯
p′ or p̃i

B > p̄′,

where
¯
p′, p̄′ satisfy that

¯
p′ < 1

2 < pB < p̄′.

Proof. See Appendix A.5.

Similar to the private information setting, the difference in expected payoffs is generally
positive from the perspective of an outside observer. Let EVsoc

B+1 be a subject’s expected
payoff of observing another subject’s first choice in the first stage from the perspective
of an observer. Then, EVsoc

B+1 = [pπ + q(1− π)]v(pBC1) + [p(1− π) + qπ]v(pBC2), where
π ≡ Pi(C1 | urn 1) = Pi(C2 | urn 2). Since [pπ + q(1− π)]pBC1 + [p(1− π) + qπ]pBC2 =

pB, it is clear that EVsoc
B+1 > v(pB) if v(px) is convex.

We finally discuss the implication of the belief error model for different valuations of
social information and private information. Consider a random variable X that takes the
value pBB with probability p2 + q2 and the value pBW with probability 2pq, and another
random variable Y that takes the value pBC1 with probability pπ + q(1− π) and takes
the value pBC2 with probability p(1− π) + qπ. It is straightforward to check that X is

27To obtain a better picture of the deviation of our belief error model from the Bayesian benchmark
model in the social information setting, one may introduce two intermediate non-Bayesian paradigms.
Specifically, non-Bayesian paradigm 1 assumes that subjects form posterior beliefs in a Bayesian manner
but believe that others form random posterior beliefs with a Bayesian kernel. Non-Bayesian paradigm 2
assumes that subjects form random posterior beliefs with a Bayesian kernel and believe that others use a
similar method. Non-Bayesian paradigm 3, which is our belief error model in the social information setting,
assumes that subjects make a sophisticated consideration of their following non-Bayesian paradigm 2. The
introduction of Assumption 2 makes the model deviate from the Bayesian benchmark to non-Bayesian
paradigm 1. Further introduction of Assumption 1 makes the model deviate from non-Bayesian paradigm 1
to non-Bayesian paradigm 2. The final introduction of the assumption of sophisticated consideration makes
the model deviate from non-Bayesian paradigm 2 to our belief error model.

28Vsoc
B+1 = p̃i

B[P
i(C1 | urn 1) · E max( p̃i

BC1
, 1 − p̃i

BC1
) + Pi(C2 | urn 1) · E max( p̃i

BC2
, 1 − p̃i

BC2
)] + (1 −

p̃i
B)[P

i(C2 | urn 2) ·E max( p̃i
BC2

, 1− p̃i
BC2

) + Pi(C1 | urn 2) ·E max( p̃i
BC1

, 1− p̃i
BC1

)].
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a mean-preserving spread of Y since π < p under Assumption 2 and EX = EY = p.
Therefore, a sufficient condition for EVpri

B+1 > EVsoc
B+1 is that v(px) is convex in px. On the

basis of the same logic, it is also a sufficient condition for EVpri
B+3 > EVsoc

B+3 in the case of
three additional observations. Since our simulation exercise confirms that the convexity
of v(px) generally holds, the belief error model predicts that social information is less
valuable than private information.

5.1.3 Paying to seek confidence

We have shown that when subjects form random posterior beliefs with a Bayesian kernel,
there is positive informational value for observing one additional signal. On the one
hand, the positive informational value of additional signals due to belief error has a clear
upper bound, e.g., Vpri

B+1 −max( p̃i
B, 1− p̃i

B) <
1
2 when subjects are assumed to maximize

expected payoff. This upper bound corresponds to a maximum reservation price of 150
tokens in our experiment. On the other hand, subjects’ reported reservation price in each
treatment condition of our experiment ranges from 0 tokens to 300 tokens. Therefore, an
additional assumption is required to rationalize the full data sample.

We adopt the assumption that subjects paying to seek confidence, which has been
demonstrated in Eliaz and Schotter (2010).29 In their experimental study, they provide
compelling evidence that subjects are willing to pay for information on the likelihood
that a decision is ex post optimal. They propose an explanation that subjects have an
intrinsic preference for being “confident” in choosing the right decision. In a similar vein,
we assume that a subject’s utility consists of two components: the monetary reward from
making a correct choice, and the psychological reward of making a correct choice. For
simplicity, we assume that the second component of the utility is proportional to the
chance of making a correct choice, and the interpretation is that the higher the chance is,
the better the anticipatory feelings subjects have.

Assumption 3. In addition to gaining utility from the monetary reward, subject i gains utility
from the confidence in earning the monetary reward, which is assumed to be proportional to the
chance of earning the monetary reward, characterized by a parameter αi > 0.

Suppose that subject i has an endowment w0 > 0 and pays s to observe additional
signals. The reward of making a correct choice is r > 0, and the reward of an incorrect

29One may naturally wonder if introducing the assumption of risk aversion could rationalize subjects’
considerably high reservation price for additional signals in the data. While risk aversion does help to
generate a higher reservation price than under the assumption of risk neutrality, the additional assumption
is still not sufficient because we then need an unreasonably high coefficient of risk aversion to rationalize
the reported reservation prices that are much higher than 150 tokens. Moreover, no coefficient of risk
aversion is able to rationalize the reported reservation price of 300 tokens, which is the monetary reward of
making a correct choice.
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choice is zero. Then, according to Assumption 3, her expected utility from choosing
urn 1 given signal set x and posterior belief p̃i

x is p̃i
x(w0 + r − s + αi) + (1− p̃i

x)(w0 −
s) = w0 − s + p̃i

x(r + αi). Correspondingly, her expected utility from choosing urn 2 is
w0 − s + (1− p̃i

x)(r + αi).
We now investigate subject i’s optimal strategy of bidding, i.e., the optimal reservation

price for additional signals after observing the first signal. For simplicity, let us consider
the scenario in which the first ball observed is black (B) since it can be shown that the
subject employs the same bidding strategy in the scenario of first ball being white (W).
Let X t

B+n denote the collection of all signal sets x that contains a first black ball in setting
t ∈ {pri, soc} with n ∈ {1, 3} additional signals. For example, when the additional signals
consist of the color of one ball, X pri

B+1 = {BB, BW}; when the additional signals consist of

the colors of three balls, X pri
B+3 = {4B, 3B1W, 2B2W, 1B3W}.

By experimental design, subject i bids b and eventually pays the ask price s to observe
additional signals when successfully purchasing information, i.e., when s 6 b. When the
ask price s is uniformly distributed on [0, w0], sophisticated subject i with a belief of urn
1, p̃i

B, has an expected utility from bidding b as follows,

Un,t(b, p̃i
B) =

∫ b

0

1
w0

∑x∈X t
B+n

Pi(x | B)
{
(w0 − s + r + αi)E max( p̃i

x, 1− p̃i
x)

+ (w0 − s)
[
1−E max( p̃i

x, 1− p̃i
x)
]}

ds

+
∫ w0

b

1
w0

{
(w0 + r + αi)max( p̃i

B, 1− p̃i
B) + w0

[
1−max( p̃i

B, 1− p̃i
B)
]}

ds

=
1

w0

∫ b

0

{
(w0 − s + r + αi)∑x∈X t

B+n
Pi(x | B)E max( p̃i

x, 1− p̃i
x)

+ (w0 − s)
[

1−∑x∈X t
B+n

Pi(x | B)E max( p̃i
x, 1− p̃i

x)

]}
ds

+
w0 − b

w0

{
(w0 + r + αi)max( p̃i

B, 1− p̃i
B) + w0

[
1−max( p̃i

B, 1− p̃i
B)
]}

,

where Pi(x | B) refers to subject i’s belief about observing signal set x conditional on
observing the first black ball, and ∑x∈X t

B+n
Pi(x | B) = 1.

Define Vi,t
B+n = ∑x∈X t

B+n
Pi(x | B)E max( p̃i

x, 1− p̃i
x) and we simplify the notation to

Vt
B+n whenever it is clear. Since E max( p̃i

x, 1− p̃i
x) refers to subject i’s probability of

making a correct choice after observing signal set x before the posterior belief is realized,
we interpret Vt

B+n as the “average” or “expected” probability of making a correct choice
by purchasing additional signals. We show that Vt

B+n is linear in the first-stage posterior
belief p̃i

B and is increasing in p̃i
B in Appendix A.3.

We then characterize subject i’s optimal bidding strategy below.
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Proposition 7. Under Assumptions 1, 2, and 3, (i) when αi 6 2w0
V1+V2−1 − r, sophisticated subject

i’s optimal bidding strategy is

b( p̃i
B) =

0 if p̃i
B < 1−V2

1+V1−V2
or p̃i

B > V2
1+V2−V1

,

(r + αi)[Vt
B+n −max( p̃i

B, 1− p̃i
B)] if p̃i

B ∈
[

1−V2
1+V1−V2

, V2
1+V2−V1

]
,

and (ii) when αi > 2w0
V1+V2−1 − r, her optimal bidding strategy is

b(p̃i
B) =


0 if p̃i

B < 1−V2
1+V1−V2

or p̃i
B > V2

1+V2−V1
,

(r + αi)[Vt
B+n −max( p̃i

B, 1− p̃i
B)] if p̃i

B ∈
[

1−V2
1+V1−V2

, 1−V2+∆
1+V1−V2

]
∪
[

V2−∆
1+V2−V1

, V2
1+V2−V1

]
,

w0 if p̃i
B ∈

(
1−V2+∆
1+V1−V2

, V2−∆
1+V2−V1

)
,

where ∆ = w0/(r + αi) and Vk = ∑x∈X t
B+n

Pi(x | urn k, B) ·E max( p̃i
x, 1− p̃i

x) for k ∈ {1, 2}.
In addition, the bidding function b( p̃i

B) is non-decreasing on
[
0, 1

2

]
and non-increasing on

[1
2 , 1
]
.

Proof. See Appendix A.6.

Proposition 7 shows that subject i bids the highest when her posterior belief in the
first stage is close to 1

2 and bids the lowest when the posterior belief is close to 0 or 1. The
interpretation is that the additional signals are the most helpful when she feels uncertain
about the underlying state, i.e., p̃i

B = 1
2 . Moreover, the additional signals are the least

helpful when she feels certain about the underlying state, i.e., p̃i
B = 1 or 0. Furthermore,

in the case of b( p̃i
B) = (r + αi)[Vt

B+n −max( p̃i
B, 1− p̃i

B)], subject i’s bid may be naturally
decomposed into two parts: r[Vt

B+n −max( p̃i
B, 1− p̃i

B)] and αi[Vt
B+n −max( p̃i

B, 1− p̃i
B)].

The first part is the expected increment in monetary reward due to the increment in the
chance of making a correct choice, which we call the instrumental value of additional
information. The second part is the expected increment in psychological reward due to the
increment in the chance of making a correct choice, which we label the non-instrumental
value of additional information.

5.2 Heterogeneous belief error model

Individual-level analysis of the experimental data in Section 4.3 demonstrates that con-
siderable heterogeneity exists among subjects, especially in terms of the valuations of
private information and social information. Since a basic model of belief error is captured
by three parameters, our heterogeneous belief error model assumes that subjects are
heterogeneous in that the model parameters (γi, θi, αi) vary across subjects. Specifically,
we assume that the model parameters for each subject are independently drawn from
a certain distribution and that the realization of the values is privately observable to
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the subject. Since a natural interpretation of the model parameters requires that γi > 0,
θi > 0, αi > 0, we make the following assumption.

Assumption 4. (γi, θi, αi), i = 1, 2, . . . , N, are independently and identically distributed. γi,
θi, and αi are jointly independent and follow exponential distributions with means γ̄, θ̄, and ᾱ,
respectively. Specifically, the probability density function of (γi, θi, αi) is

φ(γi, θi, αi) =
1

γ̄θ̄ᾱ
exp

(
−γi

γ̄
− θi

θ̄
− αi

ᾱ

)
, γi, θi, αi > 0,

when γ̄ > 0, θ̄ > 0, and ᾱ > 0; if any of γ̄, θ̄, or ᾱ is zero, the distribution of corresponding model
parameter is degenerate with all probability mass at 0.

According to the heterogeneous belief error model, the model parameters (γi, θi, αi)

remain constant for a subject once they are drawn from the exponential distribution.
Given the parameters (γi, θi), the subject forms her posterior belief p̃i

x and her first-order
belief about others’ posterior belief p̃−i

x for any possible signal set x according to the
corresponding beta distributions specified in Assumptions 1 and 2. We assume that the
subject’s belief error and her belief about others’ belief error are independent of each
other and are both independent of the realization of the parameter αi that characterizes
the psychological reward of making a correct choice.

Assumption 5. For any i ∈ {1, 2, . . . , N}, any realization of (γi, θi), and any possible signal set
x, p̃i

x , p̃−i
x , and αi are independent of each other.

5.3 Estimation strategy and results

We apply the heterogeneous belief error model to estimate the model parameters
(γ̄, θ̄, ᾱ).30 The data consist of 6000 observations from N = 100 subjects in total J = 60
rounds. Let ci

j and bi
j denote subject i’s first choice and her reservation price for additional

signals in the j-th round. Let Ji ⊆ {1, 2, . . . , J} denote the collection of rounds in which
subject i successfully purchases additional signals, and let di

j (j ∈ Ji) be her second
choice after the additional signals are observed. Then, given (γi, θi, αi), the probability
(or likelihood) that subject i chooses ci

j (j ∈ {1, 2, . . . , J}) and di
j (j ∈ Ji) and reports a

30Our choice of structural estimation of the full data sample based on the heterogeneous model instead
of the basic model is made due mainly to the following reasons. First, subjects in feedback sessions and
no-feedback sessions may have different model parameters due to the possibility of learning from the
feedback. Second, we find substantial heterogeneity across subjects, as illustrated in Section 4.3. Third, we
apply a basic model of belief error to estimate the model parameters for each subject’s data subsample, and
the estimation results show large variation in the estimated values across subjects.
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reservation price of bi
j (j ∈ {1, 2, . . . , J}) is

L∗i (γ
i, θi, αi) =

J

∏
j=1

f j(ci
j, bi

j | γi, θi, αi) · ∏
j∈Ji

gj(di
j | γi, θi),

where f j represents the probability of the first choice and the reservation price in round j,
and gj represents the probability of the second choice. Integrating out the unobservable
individual-specific γi, θi and αi yields the likelihood for subject i’s behavioral data given
model parameters (γ̄, θ̄, ᾱ) as

Li(γ̄, θ̄, ᾱ) =
∫∫∫

R3
+

L∗i (γ
i, θi, αi)φ(γi, θi, αi)dγi dθi dαi

=
∫∫∫

R3
+

[
J

∏
j=1

f j(ci
j, bi

j | γi, θi, αi) ∏
j∈Ji

gj(di
j | γi, θi)

]
φ(γi, θi, αi)dγi dθi dαi. (1)

We use maximum likelihood estimation to obtain the estimates of (γ̄, θ̄, ᾱ) and derive the
likelihood function in detail in the supplementary Appendix B.

( ˆ̄γ, ˆ̄θ, ˆ̄α) = argmax(γ̄,θ̄,ᾱ)∈R3
+

N

∑
i=1

ln Li(γ̄, θ̄, ᾱ).

To compute the triple integral in the likelihood function, we use the three-dimensional
Gauss-Jacobi quadrature with 50 nodes in each dimension. In the estimation, we also
normalize the subjects’ reservation prices to the unit interval by dividing the reservation
prices in units of token by the upper bound of the reservation price (i.e., 300 tokens). The
estimates of the model parameters are reported in column 1 of Table 4, with the standard
errors reported in parentheses.31

Recall that parameter γ̄ measures the degree of an average subject’s belief error and
that parameter θ̄ measures an average subject’s belief about the degree of others’ belief
errors. A larger estimate of θ̄ relative to γ̄ suggests that an average subject thinks that
other people have more noise in forming their posterior beliefs than actually exists.32

31As discussed in the beginning of Section 5, we also apply a heterogeneous logit QRE model to perform
structural estimation by pretending to ignore the conceptual concern. Specifically, the heterogeneous logit
QRE model assumes that subject i’s payoff disturbance follows a Gumbel distribution with a scale parameter
βi, that in her opinion, others’ payoff disturbances follow a Gumbel distribution with a potentially different
scale parameter βi

0, and that the two parameters are independently drawn from exponential distributions
with means β̄ and β̄0. The maximum likelihood estimation shows that the estimate of β̄0 is significantly
larger than the estimate of β̄. In addition, the log-likelihood value of the estimation is -2879.85, which is
considerably smaller than the log-likelihood value of the estimation based on our heterogeneous belief
error model.

32Kübler and Weizsäcker (2004) estimate a logistic choice model and find that the estimated value of a
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Table 4: Estimation results of model parameters

(1)
Unrestricted

(2)
Test H0 : θ̄ = 0

(3)
Test H0 : θ̄ 6 γ̄

θ̄ 0.2173 - 0.1677
(0.0367) (0.0321)

γ̄ 0.1624 0.1551 0.1677
(0.0014) (0.0078) (0.0084)

ᾱ 2.1692 2.1385 2.1537
(0.1382) (0.1359) (0.1381)

Log-likelihood −2163.36 −2176.45 −2164.77
p-value 1.552× 10−7 0.0467

Thus, a subject’s lower valuation of observing social information is explained both by her
awareness of others’ belief errors and by her exaggeration of others’ belief errors. In other
words, subjects’ taking into account the belief error leads to their discounting the quality
of the signals of others’ choices, and their exaggeration of others’ belief errors leads to a
further discount in the signal quality.

Finally, we conduct statistical tests to confirm the two forces driving the difference
in reservation prices of private information and social information. When θ̄ approaches
zero, θi becomes a degenerate distribution, and θi = 0 for any i. According to the belief
error model, subject i does not think others have belief error in this case. Therefore, she
believes that others’ first choices perfectly coincide with the colors of the balls observed
privately; thus, social information is equivalent to private information. This possibility is
ruled out by testing

H0 : θ̄ = 0 versus H1 : θ̄ > 0.

We use the generalized likelihood ratio test. Under the null hypothesis, the likelihood
ratio test statistic

2

[
maxγ̄,θ̄,ᾱ>0

N

∑
i=1

ln Li(γ̄, θ̄, ᾱ)−maxθ̄=0, γ̄, ᾱ>0

N

∑
i=1

ln Li(γ̄, θ̄, ᾱ)

]
d−→ 1

2
χ2

0 +
1
2

χ2
1,

where χ2
0 is a degenerate distribution at 0 and χ2

1 is a chi-square distribution with degree
of freedom 1. Given that the value of the test statistic is 26.1839 (p-value = 1.552× 10−7),

subject’s belief about others’ choice disturbance is greater than that of her own choice disturbance. Goeree
et al. (2007) estimate a quantal response model with non-rational expectations and find that a subject’s
belief about others’ payoff disturbance is greater than that of her own payoff disturbance. In contrast, the
estimation of our model suggests that subjects view others’ belief errors as greater than theirs or greater
than what it actually is. Our interpretation is conceptually different from theirs.
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the null hypothesis is rejected at the significance level of 1%.
We also conduct the test

H0 : θ̄ 6 γ̄ versus H1 : θ̄ > γ̄

to verify the interpretation that subjects exaggerate others’ belief error. Similarly, the
likelihood ratio test statistic

2

[
maxγ̄,θ̄,ᾱ>0

N

∑
i=1

ln Li(γ̄, θ̄, ᾱ)−maxγ̄>θ̄>0, ᾱ>0

N

∑
i=1

ln Li(γ̄, θ̄, ᾱ)

]
d−→ 1

2
χ2

0 +
1
2

χ2
1

under the null hypothesis. Since the p-value of this test is 0.0467, the test rejects the null
hypothesis at the significance level of 5%.

6 Conclusions

This paper reveals experimentally that individuals value social information less than
private information, even though they are expected to be identical in the Bayesian
paradigm. Additionally, a monotonic relationship exists between signal quality and the
frequency of individuals’ making a Bayesian choice, and there is positive informational
value of observing an additional signal after already observing a signal, both of which
contradict the Bayesian paradigm. These findings are explained by a belief error model in
which individuals form a random posterior belief with a Bayesian kernel and individuals
sophisticatedly consider their and others’ belief errors . Finally, maximum likelihood
estimation of the heterogeneous belief error model suggests that individuals’ sophisticated
consideration of others’ belief errors and their exaggeration of others’ belief errors both
contribute to their lower valuation of social information than private information.

This paper, to the best of our knowledge, is the first to test the first-order belief
assumption that individuals believe that others process private information in a Bayesian
manner. In our novel experimental design, the first-order belief assumption is identified
with a testable implication about the equivalent reservation prices for private information
and social information. Our experimental evidence casts doubt on the first-order belief
assumption and suggests that future non-Bayesian social learning models may need to
reflect the failure of the assumption given that it is fundamental to many existing Bayesian
and non-Bayesian social learning models.

Our proposed belief error model first formalizes the noise in individuals’ formation of
posterior beliefs by making a beta distribution assumption about their random posterior
beliefs. Compared to the method of modeling errors by assuming an additively separable
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error term and making certain distribution assumption about the error term, we believe
that our method is particularly useful for modeling belief error and, more generally, for
modeling errors in economic variables whose values must fall within a bounded interval.
In addition, our model has the advantage of retaining the feature that individuals are,
on average, Bayesian and is flexible for allowing some non-Bayesian choice behavior
that cannot be predicted by existing non-Bayesian models. It is beyond the scope of
this paper to provide a rational foundation for the beta distribution assumption about
random posterior beliefs. We believe that an investigation of its rational foundation is
an interesting research agenda, just as Matějka and McKay (2015) recently provides a
rational inattention foundation for the logit model that has been used for decades.
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A Proofs of Main Results

A.1 Proof of Proposition 3

Proof. For simplicity of notation, we omit the index i in the proof. Given Assump-
tion 1, p̃x and p̃y follow the same distribution when px = py, so max( p̃x, 1− p̃x) and
max( p̃y, 1− p̃y) are also identically distributed. Then their expectation over belief error,
i.e. P(correct choice | x) and P(correct choice | y), should be equal.

According to the property of beta distribution,

p̃y ∼ Beta
(

py

γ
,

1− py

γ

)
⇒ 1− p̃y ∼ Beta

(
1− py

γ
,

py

γ

)
.

If py = 1− px, then 1− p̃y and p̃x are identically distributed. So max( p̃y, 1− p̃y) =

max(1− p̃y, p̃y) and max( p̃x, 1− p̃x) are identically distributed and in turn their expecta-
tion over belief error should be equal. This establishes (i).

We now prove the monotonicity. According to property (i), it suffices to show that
px > py > 1

2 implies that P(correct choice | x) > P(correct choice | y).

Since P(correct choice | x) = E max( p̃x, 1− p̃x) where p̃x ∼ Beta
(

px
γ , 1−px

γ

)
, we define

random variables X = max( p̃x, 1− p̃x) and Y = max( p̃y, 1− p̃y) which have common

support
[

1
2 , 1
]
. Then, the proposition states that EX > EY whenever px > py > 1

2 . This
is implied by that X first order stochastically dominates Y; that is,

P(X 6 u) < P(Y 6 u) for any u ∈
(

1
2

, 1
)

. (2)

We shall show (2) by showing that for random variable T ∼ Beta
(

p
γ , 1−p

γ

)
with p > 1

2

and for any 1
2 < u < 1, P(max(T, 1− T) 6 u) is strictly decreasing in p, or equivalently,

∂P(max(T, 1− T) 6 u)
∂p

< 0 for any p >
1
2

and any
1
2
< u < 1. (3)

First, for the beta function B(a, b) = Γ(a)Γ(b)/Γ(a + b) with a, b > 0,

∂ B(a, b)
∂a

= B(a, b)[ψ(a)− ψ(a + b)],
∂ B(a, b)

∂b
= B(a, b)[ψ(b)− ψ(a + b)]

where ψ(z) = Γ′(z)/Γ(z) is the digamma function. Then for 0 < z < 1,

∂ Iz(a, b)
∂a

=
∂

∂a

∫ z
0 ta−1(1− t)b−1 dt

B(a, b)
=

∫ z
0 ta−1(1− t)b−1 ln t dt

B(a, b)
− Iz(a, b)[ψ(a)− ψ(a + b)],
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and
∂ Iz(a, b)

∂b
=

∫ z
0 ta−1(1− t)b−1 ln(1− t)dt

B(a, b)
− Iz(a, b)[ψ(b)− ψ(a + b)],

which gives

∂ Iz

(
p
γ , 1−p

γ

)
∂p

=
1
γ

{∫ z

0
fT(t) ln

t
1− t

dt− Iz

(
p
γ

,
1− p

γ

) [
ψ

(
p
γ

)
− ψ

(
1− p

γ

)]}
, (4)

where fT(t) = t
p
γ−1(1− t)

1−p
γ −1/B

(
p
γ , 1−p

γ

)
is the density function of T. Therefore, for

1
2 < u < 1, P(max(T, 1− T) 6 u) = P(1− u 6 T 6 u) = Iu

(
p
γ , 1−p

γ

)
− I1−u

(
p
γ , 1−p

γ

)
,

and then

∂P(max(T, 1− T) 6 u)
∂p

=
1
γ

{∫ u

1−u
fT(t) ln

t
1− t

dt−
∫ u

1−u
fT(t)dt ·

[
ψ

(
p
γ

)
− ψ

(
1− p

γ

)]}
=

∫ u
1−u fT(t)dt

γ

{∫ u
1−u fT(t) ln t

1−t dt∫ u
1−u fT(t)dt

−
[

ψ

(
p
γ

)
− ψ

(
1− p

γ

)]}
. (5)

Since
∫ u

1−u fT(t)dt > 0 for any u > 1
2 , we have the sign of ∂P(max(T, 1− T) 6 u)/∂p is

the same as the sign of the term

A ≡
∫ u

1−u fT(t) ln t
1−t dt∫ u

1−u fT(t)dt
−
[

ψ

(
p
γ

)
− ψ

(
1− p

γ

)]

=

∫ u
1/2[ fT(t)− fT(1− t)] ln t

1−t dt∫ u
1/2[ fT(t) + fT(1− t)]dt

−
[

ψ

(
p
γ

)
− ψ

(
1− p

γ

)]
.

Next, differentiating A with respect to u yields

∂A
∂u

=
fT(u) + fT(1− u)∫ u

1/2[ fT(t) + fT(1− t)]dt

{
fT(u)− fT(1− u)
fT(u) + fT(1− u)

ln
u

1− u

−
∫ u

1/2

fT(t)− fT(1− t)
fT(t) + fT(1− t)

ln
t

1− t
· fT(t) + fT(1− t)∫ u

1/2[ fT(v) + fT(1− v)]dv
dt

}

=
fT(u) + fT(1− u)∫ u

1/2[ fT(t) + fT(1− t)]dt

{
g(u)−

∫ u

1/2
g(t) · fT(t) + fT(1− t)∫ u

1/2[ fT(v) + fT(1− v)]dv
dt

}
, (6)
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where function g(t) ≡ fT(t)− fT(1−t)
fT(t)+ fT(1−t) ln t

1−t . Because t
1−t is increasing in t on

(
1
2 , 1
)

,

fT(t)− fT(1− t)
fT(t) + fT(1− t)

=
t

p
γ−1(1− t)

1−p
γ −1 − (1− t)

p
γ−1t

1−p
γ −1

t
p
γ−1(1− t)

1−p
γ −1 + (1− t)

p
γ−1t

1−p
γ −1

= 1− 2

1 +
( t

1−t
) 2p−1

γ

is increasing in t given p > 1
2 ; and so is g(t) since ln t

1−t is increasing in t on
(

1
2 , 1
)

as
well. Note that the integral term in (6) is a weighted average of the values of g(t) over
interval

[
1
2 , u
]
. Thus, for any u > 1

2 ,

g(u) >
∫ u

1/2
g(t) · fT(t) + fT(1− t)∫ u

1/2[ fT(v) + fT(1− v)]dv
dt

due to the monotonicity of g( · ) and then ∂A/∂u < 0.
Finally, when u = 1,33

A =

∫ 1
0 fT(t) ln t

1−t dt∫ 1
0 fT(t)dt

−
[

ψ

(
p
γ

)
− ψ

(
1− p

γ

)]
= E

(
ln

T
1− T

)
−
[

ψ

(
p
γ

)
− ψ

(
1− p

γ

)]
= 0.

Combining this and ∂A/∂u < 0, we have A < 0 for any 1
2 < u < 1 and any p > 1

2 . This
proves (3) and completes the proof.

A.2 Proof of Proposition 4

Proof. For simplicity of notation, we omit the index i in the proof. We first show that
P
(

p̃x 6 1
2

)
is strictly decreasing in px.

33This result is also implied by (5): when u = 1, P(max(T, 1− T) 6 1) = 1 for any p, so the left-
hand side of (5) is zero; it means the brace term on the right-hand side of (5) must be zero since∫ 1

0 fT(t)dt/γ = 1/γ > 0. For the expectation of ln T
1−T , because for any a, b > 0,

∫ 1

0

ua−1(1− u)b−1

B(a, b)
ln u du =

1
B(a, b)

∫ 1

0

∂ua−1(1− u)b−1

∂a
du =

1
B(a, b)

∂ B(a, b)
∂a

= ψ(a)− ψ(a + b),

it follows that E ln T = ψ
(

p
γ

)
− ψ(1) and E ln(1− T) = ψ

(
1−p

γ

)
− ψ(1).
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Given p̃x ∼ Beta
(

px
γ , 1−px

γ

)
, P
(

p̃x 6 1
2

)
= I 1

2

(
px
γ , 1−px

γ

)
. Then by (4),

∂P
(

p̃x 6 1
2

)
∂px

=
1

γ B
(

px
γ , 1−px

γ

) ∫ 1
2

0
t

px
γ −1(1− t)

1−px
γ −1 ln

t
1− t

dt

+
I 1

2

(
px
γ , 1−px

γ

)
γ

[
ψ

(
1− px

γ

)
− ψ

(
px

γ

)]
.

For 0 < t < 1
2 , the integral term is always negative as ln t

1−t < 0. Note that when
the real part of z is positive then the digamma function has the following integral
representation ψ(z) =

∫ ∞
0

(
e−t

t −
e−zt

1−e−t

)
dt, which is increasing in z. So when 1

2 6 px < 1,

ψ
(

1−px
γ

)
6 ψ

(
px
γ

)
and therefore ∂P

(
p̃x 6 1

2

)
/∂px < 0.

When 0 < px < 1
2 , using I 1

2

(
px
γ , 1−px

γ

)
= 1− I 1

2

(
1−px

γ , px
γ

)
, we can get

∂P
(

p̃x 6 1
2

)
∂px

= − ∂

∂px
I 1

2

(
1− px

γ
,

px

γ

)
=

1

γ B
(

1−px
γ , px

γ

) ∫ 1
2

0
t

1−px
γ −1(1− t)

px
γ −1 ln

t
1− t

dt

+
I 1

2

(
1−px

γ , px
γ

)
γ

[
ψ

(
px

γ

)
− ψ

(
1− px

γ

)]
.

A similar argument would show that ∂P
(

p̃x 6 1
2

)
/∂px < 0 for 0 < px < 1

2 . So

P
(

p̃x 6 1
2

)
is strictly decreasing in px and P

(
p̃x > 1

2

)
is strictly increasing in px.

We know that
∣∣px − 1

2

∣∣ > ∣∣py − 1
2

∣∣ can be categorized into four cases: (i) px > py > 1
2 ,

(ii) px < py < 1
2 , (iii) px > 1

2 > py and px + py > 1, and (iv) py > 1
2 > px and px + py < 1,

where we ignore the weak inequality case for the sake of simplicity. In the first case,
P
((

p̃x − 1
2

)(
px − 1

2

)
> 0

)
= P

(
p̃x > 1

2

)
> P

(
p̃y > 1

2

)
= P

((
p̃y − 1

2

)(
py − 1

2

)
> 0

)
. In the

second case, P
((

p̃x − 1
2

)(
px − 1

2

)
> 0

)
= P

(
p̃x < 1

2

)
> P

(
p̃y < 1

2

)
= P

((
p̃y − 1

2

)(
py −

1
2

)
> 0

)
. In the third case, let pz = 1 − py, then it is straightforward to check that

P
(

p̃z > 1
2

)
= P

(
p̃y < 1

2

)
. Since px > pz > 1

2 , P
((

p̃x − 1
2

)(
px − 1

2

)
> 0

)
= P

(
p̃x > 1

2

)
>

P
(

p̃z >
1
2

)
= P

(
p̃y < 1

2

)
= P

((
p̃y − 1

2

)(
py − 1

2

)
> 0

)
. In the fourth case, let pz = 1− px,

then P
(

p̃z > 1
2

)
= P

(
p̃x < 1

2

)
. Since pz > py > 1

2 , P
((

p̃x − 1
2

)(
px − 1

2

)
> 0

)
= P

(
p̃x <

1
2

)
= P

(
p̃z >

1
2

)
> P

(
p̃y > 1

2

)
= P

((
p̃y − 1

2

)(
py − 1

2

)
> 0

)
. This completes the proof.
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A.3 Lemma 1 and its proof

We follow the notations in subsection 5.1.3: let X t
B+n denote the collection of all signal sets

x that contain a first black ball in setting t ∈ {pri, soc}, and define Vi,t
B+n = ∑x∈X t

B+n
Pi(x |

B)E max( p̃i
x, 1− p̃i

x). The following lemma shows that Vi,t
B+n is linear in p̃i

B and is also
increasing in p̃i

B.

Lemma 1. Vi,t
B+n = V1 p̃i

B + V2(1− p̃i
B) and 1

2 < V2 < V1 < 1, where V1 = ∑x∈X t
B+n

Pi(x |
urn 1, B) ·E max( p̃i

x, 1− p̃i
x) and V2 = ∑x∈X t

B+n
Pi(x | urn 2, B) ·E max( p̃i

x, 1− p̃i
x).

Proof. First,

Vi,t
B+n = ∑x∈X t

B+n
[Pi(x, urn 1 | B) + Pi(x, urn 2 | B)]E max( p̃i

x, 1− p̃i
x)

= ∑x∈X t
B+n

[ p̃i
BPi(x | urn 1, B) + (1− p̃i

B)Pi(x | urn 2, B)]E max( p̃i
x, 1− p̃i

x)

= p̃i
BV1 + (1− p̃i

B)V2.

It remains to show that 1
2 < V2 < V1 < 1. Let v(px) ≡ E max( p̃i

x, 1 − p̃i
x). By

Proposition 3, v(px) is symmetric about 1
2 and strictly increasing on

(1
2 , 1
)
. We shall first

prove V1 > V2 by cases.

(i) Private information, n = 1

In this case, V1 = pv(pBB) + qv(pBW) and V2 = qv(pBB) + pv(pBW). Since p > q,
p2

p2+q2 > 1
2 . It follows from the monotonicity of v( · ) that

V1 −V2 = (p− q)[v(pBB)− v(pBW)] = (p− q)
[

v
(

p2

p2 + q2

)
− v

(
1
2

)]
> 0.

(ii) Private information, n = 3

In this case, V1 = p3v(p4B) + 3p2qv(p3B1W) + 3pq2v(p2B2W) + q3v(p1B3W), V2 =

q3v(p4B) + 3pq2v(p3B1W) + 3p2qv(p2B2W) + p3v(p1B3W). Since p > q, p3 − q3 > 0,
3pq(p− q) > 0, and

p4B =
p4

p4 + q4 >
p2

p2 + q2 >
1
2
>

q2

p2 + q2 = p1B3W , p3B1W =
p2

p2 + q2 >
1
2
= p2B2W .

Thus, by Proposition 3, v(p1B3W) < v(p4B), v(p2B2W) < v(p3B1W), and therefore

V1 −V2 = (p3 − q3)[v(p4B)− v(p1B3W)] + 3pq(p− q)[v(p3B1W)− v(p2B2W)] > 0.
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(iii) Social information, n = 1

In the social information setting, under Assumption 2, subject i’s belief about
observing C1 in the true state of urn 1 is34

Pi(C1 | urn 1) = P(B | urn 1) · Pi
(

p̃−i
B >

1
2

)
+ P(W | urn 1) · Pi

(
p̃−i

W >
1
2

)
= p

[
1− I 1

2

(
pB

θi ,
1− pB

θi

)]
+ q

[
1− I 1

2

(
pW

θi ,
1− pW

θi

)]
= p I 1

2

( q
θi ,

p
θi

)
+ q I 1

2

( p
θi ,

q
θi

)
(7)

as pB = p and pW = q. Similarly, Pi(C1 | urn 2) = P(B | urn 2) · Pi
(

p̃−i
B > 1

2

)
+

P(W | urn 2) · Pi
(

p̃−i
W > 1

2

)
= q I 1

2
(q/θi, p/θi) + p I 1

2
(p/θi, q/θi), Pi(C2 | urn 1) =

1− Pi(C1 | urn 1), and Pi(C2 | urn 2) = 1− Pi(C1 | urn 2).

We omit the index i in the remaining proof for the sake of exposition. Define π ≡
P(C1 | urn 1) = P(C2 | urn 2), then in this case, V1 = P(C1 | urn 1)v(pBC1) + P(C2 |
urn 1)v(pBC2) = πv(pBC1) + (1 − π)v(pBC2) and V2 = P(C1 | urn 2)v(pBC1) +

P(C2 | urn 2)v(pBC2) = (1− π)v(pBC1) + πv(pBC2).

Because p > q and θ > 0, we have35

1
2
< I 1

2

(q
θ

,
p
θ

)
< 1, 0 < I 1

2

( p
θ

,
q
θ

)
= 1− I 1

2

(q
θ

,
p
θ

)
<

1
2

.

Then by (7), 1
2 < π < p. This implies that pBC2 =

p(1−π)
p(1−π)+qπ

> 1
2 , and

pBC1 =
pπ

pπ + q(1− π)
=

1

1 + q(1−π)
pπ

>
1

1 + qπ
p(1−π)

= pBC2 .

It follows that v(pBC1) > v(pBC2) and therefore V1 − V2 = (2π − 1)[v(pBC1) −
v(pBC2)] > 0.

(iv) Social information, n = 3

In this case, V1 = π3v(pB3C1) + 3π2(1− π)v(pB2C11C2) + 3π(1− π)2v(pB1C12C2) +

(1 − π)3v(pB3C2) and V2 = (1 − π)3v(pB3C1) + 3π(1 − π)2v(pB2C11C2) + 3π2(1 −
π)v(pB1C12C2) + π3v(pB3C2).

34Since p̃−i
x is assumed to be continuous, we skip the tie cases where p̃−i

B = 1
2 or p̃−i

W = 1
2 .

35I 1
2
(q/θ, p/θ) = 1 and I 1

2
(p/θ, q/θ) = 0 if θ = 0. But θ = 0 corresponds to the private information

case which has been discussed previously.
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Since p > q and π > 1
2 ,

pB3C1 =
pπ3

pπ3 + q(1− π)3 =
1

1 + q
p
(1−π

π

)3 >
1

1 + q
p
(

π
1−π

)3 =
p(1− π)3

p(1− π)3 + qπ3 = pB3C2

and

pB3C1 =
1

1 + q
p
(1−π

π

)3 >
1

1 + p
q
(1−π

π

)3 =
qπ3

p(1− π)3 + qπ3 = 1− pB3C2 .

In addition, note that

pB2C11C2 = pBC1 =
pπ

pπ + q(1− π)
> pB1C12C2 = pBC2 =

p(1− π)

p(1− π) + qπ
>

1
2

.

So we have v(pB3C1) > v(pB3C2) = v(1− pB3C2) and v(pB2C11C2) > v(pB1C12C2) by
Proposition 3. Thus

V1 −V2 = [π3 − (1− π)3][v(pB3C1)− v(pB3C2)]

+ 3π(1− π)(2π − 1)[v(pB2C11C2)− v(pB1C12C2)] > 0.

Note that in the private learning settings, V1 and V2 are either weighted averages
of v(pBB) and v(pBW) or weighted averages of v(p4B), v(p3B1W), v(p2B2W) and v(p1B3W).
And in the social learning settings, V1 and V2 are either weighted averages of v(pBC1) and
v(pBC2) or weighted averages of v(pB3C1), v(pB2C11C2), v(pB1C12C2) and v(pB3C2). Because
for any signal set x, 1

2 6 max( p̃x, 1− p̃x) 6 1,

1
2
6 v(px) 6 1. (8)

We have V1, V2 ∈
[1

2 , 1
]

in any case. However, the first equality of (8) holds if and only
if px = 1

2 and γ = 0, and the second equality of (8) holds if and only if px = 1 or 0 and
γ = 0. It is impossible that all v( · )’s being weighted are 0, 1, or 1

2 at the same time.
Therefore, V1, V2 6= 1 and V1, V2 6= 1

2 . This completes the proof.
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A.4 Proof of Proposition 5

Proof. By Lemma 1, Vpri
B+1 = p̃i

BV1 + (1− p̃i
B)V2 with V1 = pv(pBB) + qv(pBW) and V2 =

qv(pBB) + pv(pBW), where v(px) = E max( p̃i
x, 1− p̃i

x). Then,

Vpri
B+1 −max( p̃i

B, 1− p̃i
B) =

(V1 −V2 − 1) p̃i
B + V2 if p̃i

B > 1
2 ,

(1 + V1 −V2) p̃i
B + V2 − 1 if p̃i

B 6 1
2 .

Since 1
2 < V2 < V1 < 1 by Lemma 1, it must be that

Vpri
B+1 −max( p̃i

B, 1− p̃i
B)

> 0 if p̃i
B ∈ (

¯
p, p̄),

6 0 if p̃i
B > p̄ or p̃i

B 6
¯
p,

where
¯
p ≡ 1−V2

1+V1−V2
< 1

2 < p̄ ≡ V2
1−V1+V2

. It remains to show that p̄ > pB ≡ p and p̄ is
increasing in the Bayesian posterior probability p when p > 1

2 .
Since for any px ∈ (0, 1), v(px) = E max( p̃x, 1 − p̃x) > max(Ep̃x, 1 − Ep̃x) =

max(px, 1− px) > px by Assumption 1 and Jensen’s inequality, then

V1p + V2(1− p) = p
[

pv
(

p2

p2 + q2

)
+ qv

(
1
2

)]
+ q

[
qv
(

p2

p2 + q2

)
+ pv

(
1
2

)]
= (p2 + q2)v

(
p2

p2 + q2

)
+ 2pqv

(
1
2

)
> (p2 + q2) · p2

p2 + q2 + 2pq · 1
2
= p,

so V2 > p−V1p + V2p, which implies that p̄ = V2
1−V1+V2

> p.

Note that ∂ p̄/∂p =
[
V2

∂V1
∂p + (1−V1)

∂V2
∂p

]
/(1 − V1 + V2)

2. Since p2

p2+q2 is increas-

ing in p, and by Assumption 1, v(px) is an increasing function for px > 1
2 , we have

∂v
(

p2

p2+q2

)
/∂p > 0 and

∂V1

∂p
= p · ∂

∂p
v
(

p2

p2 + q2

)
+ v

(
p2

p2 + q2

)
− v

(
1
2

)
> q · ∂

∂p
v
(

p2

p2 + q2

)
+

∣∣∣∣v(1
2

)
− v

(
p2

p2 + q2

)∣∣∣∣
>

∣∣∣∣q · ∂

∂p
v
(

p2

p2 + q2

)
+ v

(
1
2

)
− v

(
p2

p2 + q2

)∣∣∣∣ = ∣∣∣∣∂V2

∂p

∣∣∣∣ .
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Since V2 > 1
2 > 1−V1 > 0, we have

V2
∂V1

∂p
+ (1−V1)

∂V2

∂p
> (1−V1)

∂V1

∂p
− (1−V1)

∣∣∣∣∂V2

∂p

∣∣∣∣ > 0.

This implies that ∂ p̄/∂p > 0 and therefore p̄ is increasing in p.

A.5 Proof of Proposition 6

Proof. By Lemma 1, Vsoc
B+1 = p̃i

BV1 + (1− p̃i
B)V2 with V1 = πv(pBC1) + (1− π)v(pBC2)

and V2 = (1− π)v(pBC1) + πv(pBC2), where π = Pi(C1 | urn 1) = Pi(C2 | urn 2) and
v(px) = E max( p̃i

x, 1− p̃i
x). Then applying the same argument as proving Proposition 5,

we have

Vsoc
B+1 −max( p̃i

B, 1− p̃i
B)

> 0 if p̃i
B ∈ (

¯
p′, p̄′),

6 0 if p̃i
B > p̄′ or p̃i

B 6
¯
p′,

where
¯
p′ ≡ 1−V2

1+V1−V2
< 1

2 < p̄′ ≡ V2
1+V2−V1

. Using the property v(px) > px for any
px ∈ (0, 1), we have

V1p + V2(1− p) = [pπ + q(1− π)]v
(

pπ

pπ + q(1− π)

)
+ [p(1− π) + qπ]v

(
p(1− π)

p(1− π) + qπ

)
> [pπ + q(1− π)] · pπ

pπ + q(1− π)
+ [p(1− π) + qπ] · p(1− π)

p(1− π) + qπ

= pπ + p(1− π) = p.

It implies that V2 > p + V2p−V1p⇒ p̄′ > p.

A.6 Proof of Proposition 7

Proof. Since

∂Un,t(b, p̃i
B)

∂b
∝ (w0 − b + r + αi)Vt

B+n + (w0 − b)(1−Vt
B+n)

− (w0 + r + αi)max( p̃i
B, 1− p̃i

B)− w0

[
1−max( p̃i

B, 1− p̃i
B)
]

= (r + αi)
[
Vt

B+n −max( p̃i
B, 1− p̃i

B)
]
− b

≡ hi(b, p̃i
B),

and ∂2Un,t(b, p̃i
B)/∂b2 = −1/w0 < 0, the bid maximizing the subject’s expected utility,

b( p̃i
B), is determined as follows:
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(i) If hi(0, p̃i
B) 6 0, b( p̃i

B) = 0;

(ii) If hi(w0, p̃i
B) > 0, b( p̃i

B) = w0;

(iii) If hi(0, p̃i
B) > 0 > hi(w0, p̃i

B), b( p̃i
B) is the unique root that satisfies hi(b( p̃i

B), p̃i
B) = 0,

i.e., b( p̃i
B) = (r + αi)[Vt

B+n −max( p̃i
B, 1− p̃i

B)].

Then the optimal bidding function is b( p̃i
B) = min(w0, max(0, (r+ αi)[Vt

B+n−max( p̃i
B, 1−

p̃i
B)])). By Lemma 1,

Vt
B+n −max( p̃i

B, 1− p̃i
B) =

(V1 −V2 + 1) p̃i
B − (1−V2) if 0 6 p̃i

B 6 1
2 ,

(V1 −V2 − 1) p̃i
B + V2 if 1

2 < p̃i
B 6 1.

So in the case of hi(0, p̃i
B) > 0 > hi(w0, p̃i

B), b( p̃i
B) is increasing on

[
0, 1

2

]
and decreasing

on
[1

2 , 1
]
.

We now investigate the boundary situations in more details. Note that hi(0, p̃i
B) 6 0

if and only if p̃i
B 6 1−V2

1+V1−V2
when p̃i

B 6 1
2 , and p̃i

B > V2
1+V2−V1

when p̃i
B > 1

2 . Since
1
2 < V2 < V1 < 1, 1−V2

1+V1−V2
< 1

2 and V2
1+V2−V1

> 1
2 . Therefore, b( p̃i

B) = 0 if and only if

p̃i
B 6 1−V2

1+V1−V2
or p̃i

B > V2
1+V2−V1

.

In addition, hi(w0, p̃i
B) > 0 if and only if p̃i

B > 1−V2+∆
1+V1−V2

when p̃i
B 6 1

2 , and p̃i
B 6 V2−∆

1+V2−V1

when p̃i
B > 1

2 , where ∆ = w0/(r + αi). Note that

1−V2 + ∆
1 + V1 −V2

>
1
2
⇔ V2 − ∆

1 + V2 −V1
<

1
2
⇔ αi <

2w0

V1 + V2 − 1
− r.

Hence, when αi ≤ 2w0
V1+V2−1 − r, for p̃i

B ∈
[

1−V2
1+V1−V2

, V2
1+V2−V1

]
, hi(w0, p̃i

B) < 0 and b( p̃i
B) =

(r + αi)
[
Vt

B+n −max( p̃i
B, 1− p̃i

B)
]
. When αi > 2w0

V1+V2−1 − r, b( p̃i
B) = w0

for p̃i
B ∈

[
1−V2+∆
1+V1−V2

, V2−∆
1+V2−V1

]
. This completes the proof.
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