
 

 

 
 
 
 

Abstract: 
In many operations management problems, we need to make decisions sequentially to minimize 
the cost while satisfying certain constraints. One modeling approach to study such problems is 
constrained Markov decision process (CMDP). When solving the CMDP to derive good 
operational policies, there are two key challenges: one is the prohibitively large state space and 
action space; the other is the hard-to-compute transition kernel. In this work, we develop a 
sampling-based primal-dual algorithm to solve CMDPs. Our approach alternatively applies 
regularized policy iteration to improve the policy and subgradient ascent to maintain the 
constraints. Under mild regularity conditions, we show that the algorithm converges at rate 
O(log(T)  /√T)   where T is the number of iterations. When the CMDP has a weakly coupled 

structure, our approach can substantially reduce the dimension of the problem through an 
embedded decomposition. We apply the algorithm to two important applications with weakly 
coupled structures: multi-product inventory management and multi-class queue scheduling, and 
show that it generates controls that outperform state-of-art heuristics. 
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