
 
  
 
  
  

Abstract: 
In recent years, robust Markov decision processes (MDPs) have emerged as a prominent 
modeling framework for dynamic decision problems affected by uncertainty. Solving even 
medium-sized problems, however, can be quite challenging. Rectangular robust MDPs can 
be solved in polynomial time using linear programming but the computational complexity is 
cubic in the number of states. This makes it computationally prohibitive to solve problems of 
even moderate size. We describe new methods that can compute Bellman updates in quasi-
linear time for common types of rectangular ambiguity sets using novel bisection and 
homotopy techniques. 
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